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Mobile Telecommunication Technologies Corporation

("Mtel"), by its attorneys, respectfully submits these

comments in opposition to Global Enhanced Messaging Venture's

(the "Joint Venture") Demonstration of Technical Feasibility

and Request for a Pioneer Preference. 1 The Joint venture

proposes to introduce Global Enhanced Messaging ("GEM"),

which is essentially high-speed alphanumeric paging with

return transmission over the landline network. As discussed

below, this proposal is not innovative and should therefore

be dismissed. 2

Global Enhanced Messaging Venture Demonstration of
Technical Feasibility and Request for Pioneer's Preference,
filed June 1, 1992 [hereinafter "Demonstration and Request"].

2 Mtel has long been an innovative and leading
provider of messaging services. Through its skyTelft and Mtel
International sUbsidiaries, Mtel provides nationwide paging
service to more than 180,000 subscribers across the United
states and overseas. In addition, Mtel has filed a Petition
for Rulemaking and Request for Pioneer's Preference for a new
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THB JOIft VBJI'J.'URB BAS I'AILBD TO DEMONSTRATB
THAT IT MBRITS A PIONBER'S PRBI'BRBNCB.

Description of the Joint venture's proposal

The Joint venture requests an allocation of three

nationwide, and three regional, 25 kHz channels to provide

GEM. 3 According to the Joint venture, GEM will combine "a

data transmission speed in excess of 6,000 bits per second

with the use of new techniques to increase the efficiency at

which alphanumeric data is delivered to remote receivers."4

In addition to supporting traditional paging receivers

which would receive tone-only, numeric, and alphanumeric

pages, the Joint venture suggests that GEM would also support

a "two-way, hand-held message communications unit which

comprises a wireless receiver and a landline transmitting

2( ••• continued)
Nationwide Wireless Network ("NWN") service.

By seeking dismissal of the Joint Venture's
Demonstration and Request, Mtel does not take a position on
whether the proposed service deserves spectrum. Indeed, Mtel
is well aware of the benefits of alphanumeric paging. It
simply contends that the Joint venture's request does not
merit the extraordinary relief represented by grant of a
pioneer's preference.

3 The Joint Venture does not provide any usage or
loading data to justify its request for a total of 150 kHz of
spectrum. Nor does the Request describe how the Joint
venture would operate a nationwide license. Since it does
not obtain location information, the Joint venture would
potentially operate a single nationwide simulcast network,
thereby abandoning the benefit of frequency reuse.
Alternatively, the Joint venture apparently would operate a
series of regional systems that need not be controlled by a
single entity. I

4 Demonstration and Request at i.
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device. ,,5 This unit would permit receipt of alphanumeric

paging information, but would require the subscriber to

respond via the landline network, as with current

alphanumeric pagers. Seeking to turn an inconvenience into a

virtue, the Joint Venture contends that its landline return

proposal would achieve cost savings and spectrum efficiency

by reducing over-the-air bandwidth requirements for a two-way

service and utilizing a lower-cost paging receiver. 6

GBJI Is Not Innovative.

Mtel respectfully submits that the Joint Venture's

Request is plainly insufficient under section 1.402(a) of the

Commission's Rules. 7 These rules were adopted to provide

preferential treatment to parties demonstrating that they

have "developed an innovative proposal that leads to the

establishment of a communications service not currently

provided or a substantial enhancement to an existing

service. ,,8 The Commission has emphasized that the

determination of whether to grant a preference is

5

6

7

,Ig. at 3-4.

Id.

47 C.F.R. §1.402(a) (1991).

8 Establishment of Procedures To Provide a Preference
to Applicants Proposing an Allocation for New Services, 7 FCC
Red 1808 (1992) (hereinafter "Reconsideration Order").
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discretionary,9 and that preferences will not be routinely

granted. 10

The sheer volume of the Joint Venture's submission

cannot mask the fact that the core of its proposal is the

packaging of an ERMES pagerll and a landline terminal. There

is, of course, nothing inherently innovative in combining

alphanumeric paging with a landline return transmission.

Normal commercial pressures have already caused the

introduction of ERMES, 12 and GEM's use of the landline

network for return transmission amounts to nothing more than

a continuation of current, standard technology.13

Moreover, the Joint venture fails to demonstrate that

GEM is in any way superior to existing services. with

respect to the transmission system, the Joint Venture simply

9 47 C.F.R. § 1.402(a) (1991).

10

13

Reconsideration Order, 7 FCC Rcd at 1808.

11 By its own acknowledgment, GEM would utilize "4-
level Frequency Shift Keying transmitted at 3,125 baud" -- a
modulation technique already extensively tested by The
European Radio Message Standard ("ERMES"). Demonstration and
Request at 32.

12 The introduction of the ERMES format on united
States paging bands has been pUblicly announced by NEC, and
Mtel is currently installing ERMES format-capable
transmitters.

Moreover, contrary to the Joint Venture's claim,
Demonstration and Request at 12-13, 41, GEM would continue
all of the inefficiencies associated with acknowledgment over
the landline network, such as needing to be close to a
telephone to respond, and searching for a working pay phone.
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asserts, without supporting documentation, that it has

improved the error control and interleaving of ERMES. 14 It

also claims credit for an encoding technique that would

achieve a 30 percent compression of text. Mtel, however, has

already experimented with encoding schemes that achieve 50

percent compression of normal text. 15 In addition, because

information encoding does not lessen usage of overhead bits,

a 30 percent compression of text would not increase

efficiency by "at least 30 percent," as the Joint Venture

asserts. 16 Finally, there is reason to believe that GEM's

data compression technique would be less functional than

existing standard techniques, partiCUlarly when combined with

limitations in its terminal design. 17

14 Id. at 34.

16

15 Mtel has filed a patent for one such scheme, and
there are several other "lossless" encoding schemes, such as
Huffman Codes and Lempel-Ziv Compression that routinely
achieve 50 percent compression of normal text. Moreover, a
company named MicroLitics, using technology developed at the
Xerox Palo Alto Research Center, states that it has widely
implemented compression ratios of 2 or 3 to 1 in transmitting
text to pagers. See Attachment A.

Demonstration and Request at 28.

17 In describing its data compression technique, the
Joint Venture simply refers to the Alpha-Tonem format as a
means of transmitting letters using a combination of DTMF
signals over landlines to a paging controller. Demonstration
and Request at 34, Attachments. This information, plus the
lack of any means of generating lower case letters on the
terminal, leads Mtel to conclude that Alpha-Tonem is
approximately equivalent to the now obsolete Baudot 5 bit
teletype code. It is true that the use of 5, rather than 7,

(continued..• )
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Nor has the Joint Venture improved the terminal unit.

Unlike existing units, such as the Sharp Wizard, the GEM unit

would not permit the use of lower case letters. Indeed,

while GEM proposes to utilize a landline terminal possessing

the general characteristics of a Sharp Wizard 8000 equipped

with a Sharp OZ-B02 fax modem, the illustrations provided by

the Joint Venture indicate a notably inferior keypad and

display.u Furthermore, the addition of a fax display

capability, as incorporated into GEM's unit, is simply not

functional. The GEM unit would display a small portion of

the fax image in a window less than a full line long, making

the text very difficult to read.

CONCLUSION

The GEM proposal plainly is not a substantial

enhancement of either ERMES or landline technology. The

commission's goal is "not to reward past innovators, but to

encourage future technological innovation and new

"( ..• continued)
bits to represent a character reduces the bit level by
roughly 30 percent. However, the user is then deprived of a
full alphabet, which is a capability that users demand.

Demonstration and Request at 19-26.
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services. ,,19 Accordingly, the Joint Venture's Request for

pioneer's Preference should be dismissed.

Respectfully sUbmitted,

MOBILE TELECOMMUNICATION
TECHNOLOGIES CORPORATION

June 19, 1992

By: 1~~f
R. Michael Senkowsk1
Jeffrey S. Linder
Lauren A. Brofazi

of
WILEY, REIN & FIELDING
1776 K Street, N.W.
Washington, D.C. 20006
(202) 429-7000

19 Reconsideration Order, 7 FCC Rcd at 1812.
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I hereby certify that on this 19th day of June, 1992, I

caused copies of the foregoing "Opposition" to be mailed via

first-class postage prepaid mail to the following:

Lawrence M. Miller
Attorney for Global Enhanced Messaging Venture
Schwartz, Woods & Miller
suite 300
The Dupont Circle Building
1350 Connecticut Avenue, N.W.
Washington, D.C. 20036
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ATTACHMENT A

June 19. 1992

Mr. David Ackerman. Sr. Vice President
MTel
clo Wiley. Rein and Relding
Washington, DC

VIA FAX: 202 429-7207

Dear Mr. Ackerman:

Thank you for your call today regarding our work on data
compression for one way and two way communications devices. We
hold the worldwide exclusive license for certain data compression
technology developed at the Xerox Palo Alto Research Center (PARe),
and co-developed and optimized by our company and Xerox PARe
since 1985.

The technology is unique in that it works on extremely small. low
power microprocessors, like those used in paging receivers and
cellular telephones, handheld computers. etc.• uses very little RAM,
and very low power, and performs compression, decompression, and
retrieval at high speeds, at factors of 3:1 (66% of original size). in
real time. This allows optfmization of both transmission bandwidth,
and on board memory. Information can be searched and retrieved in
compressed form (and only needs to be decompressed when
displayed). thus tripling the on board storage. That is, an 8K RAM
chip can store 24K worth of messages. etc.. and you can search for
"Sill Smith," etc. The technology requires under 500 bytes of scratch
pad memory. We have implemented in on the Motorola 6805 class of
microprocessors. Intel 80C31. and other low power microprocessors.

We have been working with people at Skytel and Motorola on the
implementation of this technology in various systems. and it
appears fully viabl.e.



Mr. David Ackerman
June 19. 1992
Page 2

In addition. compression factors of 4:1 to 15:1 are achieved and are
retrievable on similar low power systems when we can precompress
the digital information before transmission. That is. we reduced the
monthly Pocket Flight Guide from OAG from 5.5 megabytes down to
30aK bytes and can transmit it over a paging network for use on a
handheld device. The full 5.5 megabytes of information can be
accessed by searching the 300K byte compressed file. This effort
took an investment of several man years of computer science and
MIS effort on the part of ourselves, Xerox PARC and the Official
Airline Guide (OAG), commencing in 1989 and recently compreted. We
see a significant benefit of the precompressed information being
delivered in off-peak hours and retrieved on demand, on both one way
and two way devices. as the information is then available even when
the portable device is out of range.

We believe that the compression ranges we are achieVing represent
the current state of the art. Compression ranges of 500/0 have been
common within the industry for many years, as evidenced by the
attached research paper from the Association of Computating
Machinery (ACM), published in January 1989. and authored by another
Xerox PARe research team. The algorithms they review show that
500/0 compression and decompression was available in 1989 across a
wide range of digital data, with varying degrees of RAM memory,
processing speed, and horsepower. required.

You have our permission to include this letter and my earlier letter
to Mr. Sheth of MTer in .the information which you explained to me
you are presenting to the FCC. We would be pleased to provide
additional information to you and/or them if needed. Please let me
know how we can be of service.

Sincerely.

WlL-
Mike Weiner
President

-_.. _.
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Data Compression with Finite Windows

Edward R. FI8Ia and Daniel H. Greene

Abstract: Several methods are presented for ad8ptive, ir1ver'tIbI8 data c::ompressicn in the~
of lempel's and ZW'. 1;,. textual 8Ubetitution ptOpOS8I. For the first two meIhOd8. the peper

describes modifiCations of McCreighfs suIfix 1ree daIa str'UCb.n that support cyclic

maintenance of a window on the most recent source d'I8r1ICIBI1L A percoIdng update is U88d"
to keep node positions witJ:Iin the window, and the updadnQ proc:'B. is shcWm \0 ....constant
amortized cost. Other methods explore !he tnIdeofts betWeen compllliion time. expensIoft

time, data structure siZe, and amount of~ achJeved, The paper incIudea a graph

theoretic analysiS of the compression penalty inCurred by ow codeword -.etIon policy in

comparison with an optimal policy, and it includes empiI1cIII studJ8s 01 the~ of
various adaptive CO_I!Iorsfrom 1he IJtendure.

A version of this paper will appear in the Communic.tlona 01 th••~on loT Computing

Machinery. 32(1), 1989.

CR categories and Subject Descriptors: E.4 [Data]: CodIng and Informdon TheoIY
dBta compaotion and complVtlSion; F.2.2 [Anal,... of Algorithms and Problem

Complexity]: Nonnumerical Algorithms and ProbIema-computatJon$ on disc,..,. atrucfulW,

paNem matching.

Additional Keywords and Phr....: textu.a 1UbatftutIon, suffix tnMJs. minimum cost to time

ratio cycle. automata theory. amortized efficiency.

XEROX xeroxCarporatIon

Palo AJID R••1rctI Centw

3S3'COyoIe"Roed
P8Io Allot CIIIIfomIa 943)4
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St:CIIOH 1. INTRODU(7ION.

Comprasion is the rodinC of data to miDimize its &epraeDtatioa. IJa this papa', we an COlI-

remed with fast, one-pass, adaptM, bMrtlble (or JossJess) methods of djp:al COIDpI"" ...Jdda
have reasonable memory requirements. Such methods cma be 1IIed, fDr example., to reduce the
storage~ for files, to inamse the COIDIDUDicat:io rate O\'W a dwmeJ. or to .reduce
rOOuudancy prior to enayptioa for peater security.. ,

By toadapuve" ,-e mean that a compression metbod should be wid" .pp1icabJe to cWrereat
kinds ofsource data. Ideally, it shOlJ1d adapt rapMDy to thesan:e to achieve sipIIc::aDt COIDpI....

on small files. aDd it should adapt to allY subsequmt iDtenIa1 chaDps hi the JiatUR 01 the soarce.
ID addition, it should adaieve wry high oompressioD asymptottcaDr 0Il1aqe regioIII with statioDary
statistics. ' .

AD the compressioa methods developed mthi8 pap« are .bstituc:iwl&l 'rypbDy, a substi
tutional compressor fUDcticms by rep1aci"l Jarce bloc:b oE text with slater ref'eEiKW to earlier
OCCUlTeDce5 of identical text. [ZL 77JIZ 78][ZL 78]lRPE 81]lSS 82)(MW 84](W 84.](BSTW 85]IB 86].
(This is often caJled Ziv--Lempe1 comprasioD, bl recogDitioD cl their piooeaiug ideas. ZiY ad tem
pel, in fact, proposed two methods- The 1I1IquaJified use of tbe pmue -Ziv-Lempel COIDpaellioAw

w;uaUy refers to their second proposal {ZL 78). ID this paper.. ,.. wiD be pri:ma.riIy CODc:emed with
their first proposal [ZL 77].) A popuJaz- altermltive to. sabstitutbaal oompu1JeK. & ItatiI&aJ
compressor. A symbohrise statistical compressor fuDc:tioDs ll,' accwattiy pndJctiu& the'probabiIIty
of individual symboll, and then encodb1g these s.YmboIs witb space dose 10 -Joc2 oCthe pred.Jcted
probabilities. The encoding is accomplished with either BllfmaD C'OJDprasion (H 51] wblda has
recently been made one-pass aDd adapti-ve [G 18][K 7S][V as]. ClI' with arithmetic codiDc. • de
scribed in IA 63; page 61](P 76]IRL 79][G SOlfJ 81](LR 81]lRL 81][Ul83]. The iD&Jc*'diaDap of. .
a statistical compressor is to predIc:t the symbol probebDic;ieI. Simple etratePs. sudl as bepIq
zero.ordf:J' (siDgIe S)'lDboJ) or fizst-order (symbol paJr) statistics of the iDput, do DOt comPress ED
glish text V'I!rY well Several authors have had S1JCQS pt1aeriDc~ Statbtb, but dais
necessarily ilrvolves higher mem.ory CI:ISt$ aDd addlttoDal mecbaaisms for dealing with situatJcms
where higher-orcle:r statistics are DOt aw.llab1e lLR 83] [CW 84] ICH 86].

It is hani to gm a rigorous foundatioD to the suhstitutioDal 'IS. stalistital distiactima described
above. Several authors ha,,~ observed that statlstlca1 methods can be used to simulate textual
substitution,~ that the 5tatistical cater;c.y includes the nbstitutioDal e:ategoJ'Y [L 83]
[DCW 88]. However, this takes 110 account of the slmpBdty of mecbanism; die 'Virtue of wxt'Qa)

substitution is that it recognizes aDd reDICM!S oohereDce GIl a 1arp ICa1e, ofteatimeJ~ the
smaller scale statistics. As~ result, most tclttual su.hstitutioIl ClDIIIlpr est en procell their compr eneIi
represeuta.tion in 1arpr blocb tbaa tbei:r statistical coa:Dterp8rts, thereJ'.y piDi:Dc a significaDt
speed advantap. h' was previously believed that the speed pIDed b.1 textual substitutloD would
necessarily cost somethiD& ill compresion achim!d. We were surprised to discoYer that 'ith careftJJ.
attentiou to roding, textual substitution complelSOi$ au matda the compressioD perfonmmce of
the best statistical methods. -

Consider the fODowing scheme, wlJiclJ we will improwe later mthe paper. CompJesad files
contain two types of codewords:

literal % pass the next z cbaracters directly into the UDCOIDpIessed output

copy Z, -1/ &0 back 11 characters JD the output aDd copy z duvacterB
forward to the current position.

XEROX PARe, CSL-89-3, JA.WARY 1989
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~ for example, the ColIowiac piece of literature:

IT VB THE BEST OF TIMES, IT VAS mE WORST OF TDIES

would compress to

(litera126)IT VAS DE lIST OF TImJ, (COW 11 -26)(literaJ a)WB(copy 11-27)

The compression adIiewd "depends em the space nqaired for the copy aDd BteraI codewonfs.
Oar simplest~ hereafter cIacted AI, .. 8 bits iJr a Utera1 coc1ewoId 8IId 16 for a ropy
codeword. U the &rst 4 bits are 0, tbell the codeword is a BteraI; the nat 4 bits mcode..·JeDctJa :
in the rup 11-16] aDd t1Je fo1lowiDc =charaded are UteraI (ODe byte per c:haraaer). OUaea-..
the codeword is & copy; the &.rst ( bits encode a 1eDpJl % iD the raD&e {2-16] aDd the MXt 12
bits are a displacement ., in the range [1.-4096]. At each step, the policy by which the compressor
chooses between a ntenJ and a copy • as foUows: If the compressor is idle (just fiDJshed a copy, 01'

terminated .. literal because of the 16-charad.er Dmlt), thea the lonpst copy of JeDctb 2 or more is
issuedi otherwise. if the bigot copy is less tbaa 2 Icmg. & literal is started. Once started, a lbraI
is extended across subsequent chatacters UDtil a copy of1eqth 3 or more can be issued or until the
leDJt;h timit is reached.

At would break the first literal in the above example into two Uterals aad COUlpllS the source
from 51 bytes down to 36. A.t is close to Ziv and Lempe!'s first textual RbstitutioD PiopoSat {ZL
77]. ODe difl'erence is that Al uses a separate Uteral codeword. while Zlv aDd Lempe1 combine
each copy codeword with a. siDg1e literal character. We hage fouild it usefal to have loapr BtenJs
during the startup traDsimt; after the stattup, it is~ to have DO JiteraIs coosumiar; space m
the copy eodewords. ' .

Our empirical studJa showed that, for source code ad EDgIish text, the field me' cbolc:es £or
A.t are good; mfuclng the size of the literal 1eDr;th field by 1 bit mcneses COIDpiessioD slightly
but~ up the~ propaty of the AI code.cads. lD~ if ODe desires a simple
method based upon the copy aad Btera1 ida, AI. is & &ood cboice- '

At was desiped h 8-bit per character text or program sources, but, as we wm see shortly. it
adDcve$ cood couapresskHl 011 other kinds of IOUZC8 data, sudI as compiled code aad imaps, where

. the word model does DOC match the source data putk:aIad)r 1N11. or whee no model of the sOurce
is easily perceived. Al is, in met, aD~ appzwda to pzMn1 purpose data compressicm. 1D
the remainder of the paper, we will study At ad teWraI more powerful 'Variatioas. The peper
is ammpd as follows: Section 2 cfiscaIses the data stnxtuns which suw«t t1ae &bow style
ofcom~ It deftlops the idea of a percolatiq update. which allows • saftIx u. to be
ma.fntai:ned for a fixed window of the input in CODStaut 8.'WBp time per c:bander. T1ds hmovatkm .
mab:s Z"1V and Lempe1's first style of compression more practJca1ly feasible than WD pie,iolISly
believed [RPE 81].

Section 3 addresses some theoretical issues raised by this work. It pnms that the pen:oJatiDg
update does, in fact, keep the suffix tree cunent aDd that the~ Dumber of DOdes updated is
Jess thaD 2. IDad~ it shows, by reduction to • paph search problem, that the Al policy for
choosiDc between copt aDd literal codewords is at worst 25~ l8tger thaD. aD optimal polley.

SectioD 4 discusses a simpler implementation which can be used when the maximum copy
JeIlgth is not too long.

Secti<m 5 elaborates the A1 encoctiDg into a family of~le-widthcopy aDd literal codewOlds
t.bat exploit statistical PJOpertles of the input to achift~ Rpific:autly hJ&her mmpressioa; this
method will be ca11ed A2.

Xmox PARe. CSL-:89-3. JA.~ARY 1989



~jOD 6 int.rodu('~ Bl and B2, which are identkAl to Al and A2, respecti"Ydy, but with the
window posjtion computed differently. For these methods. a ~pler dictiona:ry tree updated only at
rode~-ordboundaries and between literal charactets is used to represent the window. Complession
is about 3 times faster at the expense of slower adaptation and slightly slower expansion.

S<-c-tion 7 mtroduccs C2, which uses the same data structures as B2 but derives codewords
direc'tly from the dictionary tree. C2's compression is higher than A2 and B2, but it requires that
the expander maintain a parallel dictionaTy tree. . .

Finally, Section 8 includes empirical comparisons of the ~mpression ratios for the methods
~eloped in tlUs paper with others we have implemented aa:ording to the published Uterature.

SE(."TJO~ 2. OVERVLEW OF THE DATA STRUCTURE

The fixed window suffix tree of this paper is a modification of McCreight'$ suffix tree 1M 76J
(see also [W 731 and fKBG 87]), which. is itself a modification of Morrison's PATRlCIA tree [M 68J,
and Morrison's tree is ultimately based 011 a'Iiie data structure [K 75, page 481J. We. will review
each of these data structures briefly.

A Trie i5 a tree stnlcture where the branching occurs according to "digits" of the keys, rather
t ban ac"cording to comparisons of the keys. In English. for examp~ the most natural ocdigits" ale

individual letters, with the lth le'-"el of the tree branching according to the lth letter of the words
ill the tree.

ASTRAY

Figure 1. A 'Die.

In figure 1, many internal nodes axe superfluous, lmviDg only one descendant. If~ are
building an iDdex for a file, we can save space by eliminaxing the superfluous nodes and putting
pointers to the file into the nodes rather than including characten; in the data structure. In Figure
2.. the cbaracteIs in parentheses are not aet'Qally represented in the data structure, but they am be
recovered from the (position, level) pairs in the Dodes. Fzgure 2 also shows a suffix poiuter (as a
dark right arrow) that will be explained later.

XEROX PARe, CSL-89-3, J.-\NUARY 1989
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4 DATA COMPRESSION WITH FINITE WINDOWS

, 2 • 10

File: 'ASTRI DE ASTRAY

FJcure 2• .A. PATRICIA Tree with a SWBx PobIter.

F"JgaR 2 represents SOIDe. but Dot aD, of the iImDvatioDI ill Mon1Icm'. PATRICIA tIeeI. He
buiJds the trees with bIUJy··..digitstll rather thaD· fuD cIaazxtea, aud this aDows· him to ... more
spece by foldiDg the leafts into the iDtemal DOdes. Our ""dicitI" 8ft bytes, SO the blaDchiar; &dor
caD be • large as 256. SbIce there 8ft nreJy 2S8~ of & JIOde, .. do Dot r_.. Uaat
ID1Ida $pIKe ill each DOde, but imf.ead hesll the ana. ne.re is Uo a questba about w-' the
striDp ill plIl"eIItbeses aft checked in the sean:hi»I pcocess. ID wIIat follows. we usually cheek
characters jmmedfateJy whm we O'OSI aD are. MorrisoD.'s IdJeme cu &1IOicI file access b;r s1I:ippUag
the cbencters 011 the aras and doiDg 0Dly ODe file access ad COIIIJIGisoD at the end of the searc:b.
Bowe\'W, our files will be iD maiD memory, so this COIISicleratiOll • ummportaut. We wiD ute the
simplified tn:e depieted in F"JgUre 2-

For At. we wish to fiDe) the loapst. (up to 16 charader) .IIIIdda to the c:arreat striq~
anywhere in the precediDg 4096 posjtioDL If aD prec:ediuc ... strlDp 1ft!ft atored ill a PA'i'RJaA
tree with depth d:;:: 16, then finding this match would be straI&1'cb ward.. UDbturaately, tlae ccst
01 iDsertlD& tbe8e ItJ:iD&S am be probibithe, b 11 we Jape J-t cMoea4ed fl'Jevela m. the ttee to
iDsert the strIDg startiDc at po8hJcm i then 'tR will daceIM1 at 1aIt 4- 1 ... bawa tiuI the striDe
at i.+ 1. In the WClISt ease this am lead to O(tul) iuRrtioa~ b a me- of size n. SIDce later
~ will use ID\1dl Jarpr wlues for d thaD 16, it Is importa1lt to e1jminate tl from the 1'1IDD1Dc
time.

To insert the stdup ill 0('4) time, Mc:CreJPt added additloDal safIix poiDters to tile tree.
Each iDterDaI DOCIe, repJese.l1iDg the~ aX on the path from the root to the iDterDaJ DOCie,
has a poiDt8r to the BOde~ing X. the striDe obtaiDed by »t11Wms & aPt letteI' &om the
begjnnm, of tJX. Ifa striae st.aniD& at i has.tast heal u-rted at tewl d we do not Dftd to mum
to the root to lDsert the sbiDg at i +1; inStead, a nearby sufIix pobater 1ril1lead us to the televant
branch of the tree..

F"lgDI"e 3 shows how suffix liDks are created aDd used. OIl the previous iteratioD, we have
matched the striDs AXY. where 4 is a $blgJe cbaracter. X &1lC1 Y we strlDp, aad b is the fbst
uumatched character after Y. FJgUIe 3 elaows a oomp1k:ated case where a Dew iutemal Dode, el,

has bem added to the~ aDd the suffix BDk of Q must be «aputed. We iDsert the Bat string
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XYb ~. going up the tR'P to node iJ. ~r(!5('ntiJIg the- -riDe fIX. aDd crossiDc its suffix JiDk to
.,. ~precutiDg X. OI1("f' W'C ha~-e CT05Sed th~ suffix IiDk. ~ de5l"eDd again in ,he- tift'. first by
""rcs<-anning- the string Y. and tbeD by -SC'aIlDmg" from ~ 1IDtil tM ntwW striJ1l is imert.c1. The ftnt
part is t:alled '"resnnDing" b«ause it CO\"e't$ a ponioD. oft~ strine that was ('O\wed by tM previous
insert. and so it does not It'qUft checking th~ intmlal str.iqs 011 the 8I'('S. (In fiKt. awidiDc tb~
("becks is esential to tM liDtw time mC'tionmg of t» alaorithm.) The rescu ather f'Dds at aD

existinl Dode 6. or ~ is (Tea-ted to insert th~ Dt'W' string XTh either Vo"B.Y ,.~ haw the &stiuatioo
for the suffix link of Q. \\e ha;'~ restored the im-ariaut that ft"eJ'Y iDteiuJ node.~ possibly
the on~ just created, has a suffix link.

A
aX' , X, ,, ,

•

T

·rescan.

, scan,,

a
For the Al comJ)R5SOl'~with a .so96-b.)"t~ iiud "iDcIoIr.... need a ~- to Mlete aDd reclaim

the storage for portions or the suftix~ repif5t'utiD& strmp farther bade than 816 in the tile.
~-eral thiDp must be adcHd to the suffix tree data IIslldwe. The~ of the tJft are placed
in a circular batrer. so that t~ oldest leaf am be Jdenti&d aud reclaimed.. aDd tlte iDternal nodes
are gi\-e.n "'SOD couuf' fields. '''"hen an internal -soD COUJIt'!' faDs to ODe, the ft. is deleted and
two consecutive 8ZQi are combined. In Section 3. it is shosD that tJds .-pproach 1riJl De\W leave
a ..dangJiDg.... wf6x link poiDwg to deJded nodes. UDfortunateJy, this is not the only problem
in maintaining a ...-alid su. tree. The modific:atiomJ tbat 8:'IVided a mum to t_ roar £or each
new insertion create ha'VOC for deletions. Since we ba,"e DOt alwap Ietumed to the root,. may
ha,,-e c:onsJstem:ly ent~red a branch of the tree siden.ys. The poiuters (to striop in the 4096-byte
window) in the hIgher levels of such a branc:h <:aD become out-of-date. Bow.~.~~I the
branch and updating the pointers would destroy 8D.Y~ pined by 1ISinC the suffix IiDb.
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\Vt- ran k('('J) '\'alid pointC'r-i and awid MdMlSiw updatiDa by partial))- updating an"()rdina to a
pm-olatiDg updat('. Each iDtnnR1 Dock' ha" a sinP' -upcIatt-- bit. IftJKo update' bit i.o; trur wbm ..... ·
~ updatiDI a node, then~ xl thE' bit false aud propapH' the- update m wsivcly to tbt' DOdc-'s
pan-nt. Otherwbta. ft set the bit true aucl stop thepropaprioL In the 1IOr.It nwo. a 10q5triDK ul
true update5 nLD ("aIJR tlK- update to pI'Opaptf' to tht- mot. HOWl ,'t"I'. whm arDOarilA'd cmor an ....
leaws. thE' cost of updating is.ron.~ and t Ix- eBPrt of updating is to .bPp All hltC"nlN poiutt'f5
OD positions within the last 4096 positi0D5 of the- lit-. 'I'1mc' £'U15 wm Jxo .Qown in SrrtiOD 3-

\Ve ran now sunuDarift thlt opt'l'ation of the iJmcor loop. usmC rlpft" 3 apiL Jf w(.'_~ j1Mt
('reatm node R. then~ \1St" n's paR'Dt's suffix link to find.,. From., wr~ dow1I in the- tn-e.
tim racaDDing, and f;MiJ St'aDJl.iq. At the end of tM 5C."'II1L we pf'I'C'OIat~ aD updatp from tbe Inf.
movinr; towards tbe root. ~ing the' position fields equal to the. ('WIt'Dt position. aDd setting tbC'
update bits false. UDtiJ~ find a node -..1th an update bit that is ahftuiy falMo. ,.,.hel't"upon .,. Sf1'

that node's update bit true and stop the perroJatioD. F"maD.Y. '\W go to the rirnllar btrlfft of 15'\-el
and replace the oldest leaf witb tM DeW leaf. H the oldest IPaf"s parent bas oaly~J'Rwnlng~.

then it must also be deJeted; ill this c:ase. t~ remaiDiDC SOD is attat'hed to its plUldparent, aud
the deleted Dode's position is perrolated up"'-a:rds as before. only at: e8('h step the position bei~

percolated aDd the position already in the node must be C'Ompu:ed and the Ulare ~t of these
sent upward in the trft.

SECTION 3. THEOIlETlCAL CO:qS1DEJlATIO:fS

The correctness aDd Une.rity of sufIix tree CODStmcUm foDon from MC'CreigIat'5 origiDaJ
paper 1M 76]. Here 1fe 1riIl roncerD oune1'ves with the eonertDess and the liDearity of suIb tree
destruetion-questloDs raised in Section 2.

Theotem 1.~ 1ea"S ill FIFO order aDd de1etlzl81Dtemal nodes tritA sirJPr sam YrilI
Deto'er leave dangJiug sulIbc J)OiDtfts. . •

Proot Assume the CODtrar,.v.. We June 4 DocIe Q wit1I a suIlix poiDtet' UJ a node 6 tbat bas
just beeD deleted. The ex:istem:z ofQ MeaDS that there are ac least tin) striIJp tlw: agree tor I
positions and tbeo diI1er at 1+ 1. Assumi.ug t1Jat tJalse two striDJs stan at positions i aDd j.
wbere both i lIlJd j are widliD the wiDclow oflIIC8IItly sc:'8l1Wd striqs and'~DOt~ toO the
ctUTelJt position, fba tIlenr are two evm .YOWJ,er .5CIiDp at i + 1 aDd i + 1 thai dUI« Jlzst at
I. This amtl'adleu rhe asmmptioa that 6 bas ODe.soa. (Ir f:itber i or j are equal CO c~ CDJTtI.Ql

position, tbe.u Q is a D!'W node alJd caD temponrily be 1ritlJout a srd1ix poizJter.)

TheJ'e are BOO issues related to the percolating update: its CCJ&t aDd its el'ectiveDftS.

Theorem 2. EadJ percolat«l updue has C'Orutat amonized cost.

Proot.. We assume tllae elle data structure com.aiDs & "'ami&" OD eadJ inraDal node wbere the
~ tMg is true. A Dew leaf caD be added writll e.'O '"aediQ." ODe is~t i!MJediate{l'
tQ update the pareDt, aDd tbe ot1JeT is rombiued with azu.. cred.it$ nem-jnjD&' at the parelJt to
either: 1) obtaiJJ ODe C'l'edh to lea-.e at tbe parent and urmlute the algorithm 01' 2) obtain
two credits to apply tlJe aJ&oritbnJ n:cw:si1o'e1y at the pa.-eK.. This ghw aD amorn_ cost of
two updates {Ol' eadJ DeW" leaf.

For the next theor~ defiDe the '"span" of a suJfix tree to be equal to the size of its fixed window.
So far we have used examples ~ith -span" eqoa1 to 4096, but the Y4l1ue is IlexibJe.

Theorem 3.. Using the pen:olatiDg update, eftIy' iDtemal .Dock will be updated at 1eRst~
during nwy period of1eDgtIa "span."
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Proof. It i... u.~ fA') prove the !rlightl)· strongttl' result that C."lw.Y iDtemal aode (duat nmains
for CUI ('ntJrr IX"riod) 1til1 be updated mre dwiDg a period, aad dlus propspte at leI5t oae
"pdate' fO its pIIlf'nt. To ."ho.".. a C"Ont7adirtiolt. we liDd tile elII'1iest period aud tbe JJOde IJ
£arth('l';f from t h(t root that d0f'5 Dot propapre an update to its panm. 11 fj bas a& lease hIo
dUldntn that hal,. remaiDed for the eatile prixl, abea J __ baR received updar. Jiom
t~ nodPs: tbfoy are luther kom tbe 1'OOt. If IJ· bas o.a.b· oDe l8IIIwiD.i,.- cbBcf; dJeD it __
bal"C A nMV mild, and so it will scm get two apclatas. (Ewsy lIftI'1.T CJ'eIItfd Me QIUIeS a .. to
update- a pal'f.'Dt.. pm:olatiJll' if .De\:essIU)':.) SirniJarf.y, two Deft' dIildIa.., cause two update. .
.B." e'"e1Y arroUDtiDg. IJ wi11 receive two updates durillg tM pcriofl aDd thus pl'OJ»IaIe aD
update- .C'Ont.radic-tiD&' our assumption of lJ's .&Jhue to updat~Jtspamae.

There is some Bexili1it:y on how updatinc is haudled. \\'"-e could propepte the CUI'JUl paeitioa
apcards before resnuuDug, and then Mite the <:uuent poGtioD iDto those nodes passed duziJaa
the resc-an and seaD~ in this ~, the proof of Theorem 3 is~ AlterDativeJy, a sinn""'.,
S)"lJUDettic proof can be used to show that· updating am be omit&ed whell uew arcs are added so
long as we propapte an update 8fter e\owy' arc is de1etelL The dJoice is primarily a matter of
implementation ronveoieUce, although the method URd abo\-e is s1ichtly faster.

The last major theoretical consideration is the ell'ec:ti~'8IMIS of the Al policy in choasiD&
between literal and copy codewords. \Ve h;pe chOHll the foJIcnriDI one-pass poJicy for AI: Wbea
the enroder is idle, iSSIMt a copy if it is pOSSI"ble to copJ" two or more characterS; otbt'!l'1rise, start .:
literal If the encoder has previously started a literal, then terminate the literal aDd iswe a copy
only if the copy ~ of length three or greater-

Notice that this policy can sometimes go astrq. For example,SuppOse that the compresscI' iI
idle at positiOD i and bas the foUowing oopy leugths~ at subleqneDt positioDS:.

• i+I &+2 i+3 i+4 i+6
1 3 16 15 14 13

(1)

Under the polic)-. the compressor encoda positloD t ,..ith a literal eOdnord, then tU:s tbe.eopy
of len~h 3, and finally takes a copy of lencth 14 at position i + 4. It uses 6 bytes in the~

(Uterall)%(copy 3 -g)(c:opy 14 -I') .

If the (OIDpressor had foresight it could ~'Oid the COP.J' of length 3,co~ the same"
material into 5 bytes: " "~. .

(literal 2)IX(CGPY. 16 -y)

The optimal solution can be·comPuted 8y~~ [SS 82]: ODe forwai-d'j..
records the length of the loA.- possl"b1e copy at each jMJsitioa (u iD·eqaatioD 1) ad the cfiI..
placement for the copy (not shown in equatioD 1)- A sec:oud bac1l:w8td pass computes the optimal
way to finish compJes&u, the. file from each posItJoIl by~ tbe gest codewoni to use aDd
the length to the end-of-fi1e. F"maDy. another~ pas teads oJEtbe-solutioD aDct"oatpats the
campre5Sed file. HOWEiea, one would probabl,- JIe\-eI' waDt to .. dyuamSc progrPmmmc si1lce the
one.pass heuristic is a lot faster, and 1'"e estiJDated for~ t)-pica1 files that the headstbDy
r:ompressed output ....-as only about 1% larger thaD the optimpm .; FurtbeuDore, ... will show mtbe
remainder of this sectioD that the size of the COJDpa .,d ~risnewer worse. tha:n 5/4 the size of the
optimal solution for the. specific At encoding. This..m reqube dewJopiug some anal)"tic tools, so
the non-mathematical teader should r~1 free to skip,to Sectioo 4. •

The follOQ:ing de6Ditious are useful:

Definition. F(i) is tbe IODgf'St feaasibl(' cop.,\" at: positioD i iD tfJcr tile.
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Saulp1e F(i}'s were~ abow in equation!. They art:! ckpeDdeDtOD t~ eDt'OdiDc used. For DOW..
we are assumiDC that they are limited iD magnitude to 16 and must conespoucf to ropy 5OU!('(5

within the Jut 4096 c:huarters.

Defbdtlon. B(i) is tbe size of the best way to compress tIM remai.ader of tM a .startmg" ac
positioD i.

B(i)·s would be computed in the revene pass of the optimal aJcoritbJu oatliDed abOw.

The f'oIlcnriq Tbeotans are giYeu without proof:

Theorem. F(i+1) ~ F(i) - 1.

Theorem. There exists aD optimal solution wbere copies~ the loD&est possible (i.e.. oDly copies
corresponding to F(j)'s are used)

Theorem. B(i) .is IDOnot-<me decreasing.

Theorem. AllY solatiolJ QUI be modified, witiout a.tFectiD~length. so that (literal %11 followed
immediately by (literal Z2) implies that Zl is maximum (is cbis case 16).

We coWcI contine to :reason in this 'Vein, but theJ:e is aD abstract way of lookiPS at the problem
that is both dearer aDd more cenera1. Suppose~ haw a DODdeterministic fiDite automatoll where

• each traDsltJoD is given a coet. A simple example is sbown in Fipre 4. The machine accepts ""
(a + b)* • with costs as shown in parentheses.

Start

The total cost of acc:eptiDc a string is the sum of the traDsitioIl costs fOr each chander. (WhiR
it is DOt important to our problem, the optimal solutioD can be computed by fol'lDiDl a traDsitioa
matrix for each letter, using tbe costs shDWD ill pareuthetes. and theD multipJylag the matrices
{ar' a giwn striDg. t.reatiDg t1ae coeIBdmts • elemeDts or the c1.-cI semiriDc with operatioDs of
addition aDd mjnjmjp.timL) We QD obtain 'a solution that lppNiimates the miDimam by deJetiq
traDsitioDs iD the original machine UDtiJ it becomes a detenDiaistic macbine. This comspcmds to

."
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c-boosing a polky in our original data eompression problem. A policy Cor themri~ ill FJpie 4
i"I 5hOWD in Figure 5.

Stan

a (3)

Fipre 5. A Determin-k ·Policy" Automaton for rJC111'8 4.

We DOW wish to compare, in the worst case, the ditfaeDat Wweesa optlmaDy aaepC;iac a
string with the nondetermiJDstjc machine., aDd determiDistiaI1 acceptiac the tame striDe witIa ibe •
"po1icY' machine. This is doDe by taking a cross produc:t 01. the two macldwes. .. shown in~
6.

ID Fagure 6 there are ·now two -.eiIbts on eada ttaasltiDD; the &1St is the cost in the DODde
termiDi5tic graph, aDd the HCODd is the cast in the policy ppb. Asymptotically, the relatioadaip
or the optimal solution to the policy solution is dommated by the ••Best ratio OIl a cycle in this
graph. In the case of Flpre 6. thel'e is a cycle from 1, l' to I, Z ad bade that has cost in the
DOnd~istk·.craPhof 2 + 1 - 3, aud cost mthe poJiq papIa of 3 + 3 :::: 6.~ a ratio of
1/2. That is. the poJk:y solution can be twice as bad as the optimum OIl the striDe ar;,.iaW.._

ID general, we caD find the cycle with the maJlest I1Itio mec:JaankaDy, usiDg.....n bowD...
niques (DBR 66]. [t 76}. The idea is to CODjecture a mtior aDd t1aeD reduce the pUn' of weights
(r.1I) on the arcs to single weigbt.s z - rg. Under this n!ducdclII, a cyde with zen) -cht has ratio
exact1;)· r. If a cycle has negative weight, then T is too larp. 11Ie ratio on the nqatiw cyde is
used as a new conjectllre. and the proass is iterated. (NeptiYe cydes are detected by nmninI a
shortest path algorithm aud checking for CODterpace..) 0Dce we haw found the miDimam rUio
cycle,~ caD create a wurst case string in the oripaaJ autoll'laia problem by ftnOmg a path from. •
start state to the cycle and then repeating the cyde indefiDitely. The ratio of the costs of acceptiDg
the string nondetenninisticaJ and deterministic:aJ1y wiD c:omwge to the ratio or the cycle. (The
path taken in the cross product gaph v,ill not necessarily bring 'US to the same cycle, due to the
initial path fragmeut; '9o-e will. ~heless, do at leat as weJl.) Couvene1y. if-.e haw & sufIic:ieDtIy
10Dl string '1\itb ·nondetemrinistic to determiDistic ratio J". then the striDe wiD nentaaD;y loop ba
the cross product graph. Ifwe remove loops with ratio pater thaD T we onlyim~ the ratio 01
the striDg. so we must eventually find a loop with ratio at least as small as r.
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Start

Figure 6. The Cross Product.

The aboYe ctiscussioD gives us aD aJlorithm.ic way 01 cmalyzbsg 0111' ori&iDal data mmpressioD
prob]e:aa. The possible 'Values of F(i) ant acoded In & 17 dIander alphabet PIt •• ~P1G, lepaetellt
bag the 1eDgth of copy available at each poIitioD. TJae 1t\>I'JIPI.... aJavritlmi. is decribed by a
DOI1deten:uiDis mae:bine that accepts sbiDp of IIi; this mac:bifte has casts equal to the Jeucths
of the cOOewords used by the algoritbm.. There are two panmeteriz«t states III t1ds JD8Chiue: lz
meaDS that there is a literal codeword under c:oastnactioD with z spaces stm available; c. merms
that & copy is in progress with y characters ftII'aininC to copy. The idle state is Ie =: eo. In the
DOUdetermiuistic machine, the possible t:nmsitioDs aze: .

10
J'.(Z)

l~ start a literal-
I.,.

.1'.(1)
'11:_1 CODtDme a literal (z ~ 1)--+ (2)JI,l(2)

I. - Ci-l stan a copy
p.{O)

C,-I c.ontiDue a copy'7 --+

(AD a.stettsk is used as a -ud card to denote~ state.) Baed on the theorems abcwe we~
already eliminated some t1'aDSitioDS to simplify what follows. For example,

(3)
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11

(6)

Eo
Pt(2)

Its start a literal if i ~ 1-
lz

P.(1}
1=-1 ~a~nz~ladiS2- (4)

l~
Po (2)

start a COP.Y n i ~ 3 or % = 0 audf - 2- Ci-l
p.(0) .

contiDue a copye. --+ c.-l
FmaUy. we add one more machine to pa.nmtee that the striDp of.Pi are raJistlc. In this machine,
state Sf meaDS that the previous character was Pi. so the Dadex of the'ned~ must be at
least Pi-I:

Si .!?!... $j U ~ i-I) (5)

The cross product of these three machines has appuu jmatel;y 17K states aDd was aDaIyzed me
cbanic::aDy to prove a mioimum ratio cycle of 4/5. 'I'has the policy .. have choseA is 1I8ftI' oil by
more thaD 25%. and the worst ease is realized on a striDe that repeats aPi pattem as foJ1ows:

1 2 :s 4' $ 6 1 • 9 10 11 12 13 14 15

PIo 1'30 JIg 1'8 1'7 P6 Ps P4 113 P2 1'1 P2 Plo Plo P9 •••

(There is nothing special about 10; it wu chosen to illustt&te a louc copy aDd to matc:b the example
in Appendix A.) The cIetermmistic algorithm tabs a C»P.F of leqth 10 iD. the first position, ad
then switches to a Jiter8I fOr PositioDs 11 and 12. Fhe bytei'are uSed :m:e.da' NpetitioD of the
pattem. The optimaJlOlution is ODe position out of phase.' It takes a CUP.f 01 JeDgth 10 iu the
second position., aDd then finds a copy of length 2 at positioD 12, fOl' & totlJ of four bytes 011 ead.a
iteration. '

We ha~ abstraeted the problem 50 that the pc8l"ble copy operations are described by a striDI
ofPj, ad ""e have shown a pathologbl pattem ofPi that nsaJts in 5/4 of the optimal eJICOdiDI.
There might stiD be some doubt that such a striDg exists, siDce the COIICitioa that our tbird madd,.
(5) gua.ra.nt~ F(i + 1) ~ F(i) - 1, is a llecessary but DOt sufiicieDt eonditloD. N~-erthe1ess, the
details of an actual pathological string can be found in Appendix A-

SEC"I1o.l\f 4. A SIMPLER. DATA STRUCTURE

Although the qwmtity of code associated with AI is DOt eDOiliiOlIS, it is complicated, and the
data structures are £amy Jarp. In this sectioD1 we pnseat simp_ methods for fiDdmg the sdix
and for'propagating the willdow ~iOlL

The aJteruative to a peJ'COlating update is to update the positioDs in aU nodes bade to the root
wbeDever a new leaf is iuserted. Then DO updates aze needed whe.D DOdes 8ft deleted. The update
flags can be elimiDated.

. The alternatm! to suftlx pointers is more complicated. The cost of movemeat in a tree is llot
uniform; mO\;ng deeper' requires a hash table loolmp1 which is more expeosne thaD fol101riDg a
paTent poillter- So we am determille the suffix 'b}o startillI at the su.1b leal and foDowbal puent
pointers back toward the toOt until the suffix Dode is reached. The sutBx leaf is known beawse the
string at i matched the sttlDg at some arDer wiDdow pasitioa j; tM sufBx leaf j + 1 is the next
entty in the leaf army. With this cha.n.p.. the suflix poiDtas caD be e1jmjn ated..

From a theoretical perspective, these modificatioDs, which have O(nd) 'WOrst case performance
for a file of size n and cut-oti depth d. are inferior to the O(n) perfo.rma.nce of the sof6x tree. For
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AI, with a cutoff of 16, these modifications imprm'l? a'\~ per(oluaance. but the A2 method
discussed iii the next section has such a deep eut.off tha.t suffix point~ and percolated updates
are preferable.

SECTION 5. A MORE Pm\"EM'UL ENCODING

The 4,096-byte wiadow of At is roughly optilDal far fixed me C'OPJ' aDd Bteralcodewords.
Longer copies would, OIl In-erage, be found in a~~, but a Ja.rger diSplacemeDt' field
'WOuld be required to eoc:ode them. To exploit a lazgu window, we must use a '\viable-width
encoding that is statistieaJly seDSitive. to the fact that~ window positious aft more likely to
be used by copy codewords than those positions further back.. Similarly, it is ad'\7iIltagfOus to use
variabl.."",idth encodings for copy aDd literal lengths..

There are 5e\'eral approaches we might~ for '\o-arlab1e-l~ho("oding. ':We could use fixed
or ada.ptive Huffinan coQmg. arithmetic encoding, a ,,~Icgth ~coding 01 the intttgerS, or a
manaceable set of han.c:f.designed codev--ords. We eliminated &om consideration adaptl'\"e Huffman
and arithmetic coding because the)' are slow. ,MOI'eO\-W, we felt tMy 'J\"OU1d J)J'O'-ide (at best) a
secondary adaptivoe ad'\"Utage since the '"front encr textual substitution is itself adaptiDg to the
input. \Ve experimented Y.ith a fixed Huffman ~coding. a laand-derigzaed family of codewwds. and
a 'Variable-length encodiDc of the lntegvs. so we _ill compare these optioDs briel}":

lIaDd-Designed Codewords. This is a direct gmmLlJDtiou of Al. with short copieS that use
fewer bits but caunot address the full window. aDd 10Apr copies that ('aD address larger bJo(ob
further back in the _iDdow. With a few eode-~ this is Cast and reJatk..1y easy to imple.meDt.
However, some care must be taken mthe choice 01 c:odewwds to maximlze compl'e5Siou..

Variable-LeDcth lDteprs. The simplest method we tried uses a UDaQ- code to s~fy field
width, followed by the field itself. Copy length and d1spJaceJAeDt fields aft coded mdependeDtly~a
thi5 technique, so any correlations ate ignored. There~~ elaborate codiDp of the integers
(such as [G 66]. [E 75], or rER 78]), that have been used by [RPE 81]. and 1GB 82] ia their
implem.entatiollS of Lempd-Ziv compression. These encodiDgs have~ 8S)"1Dptotie properties b
very laqe integers. but the UDatY rode is best for oar purposes sinc:e, .. we will see sbort1y~ it <'U
be tuned easily to the statistics of the appllcatioD. The lIDlIQ' code bas' the additional ach-antage
of a simple hardware implftnentation. \Ve y,iB retuni to the 'IUIm"y code in more detail shortly.

Fixed HnflinaD. JdeaDy; a ftxed. Hufrmau encoder should be appUed to source cousif.1ioc of tlR
copy length and dJSp~tCOIlaatenated~er (to capture the C'Ofl'elation ofthese two Belds).
However. since we ""'isb to expaud window :size to 16384 ad meximnm copy length to 2000, the
realities of gathering statistics aDd consb ucting aD implemmtatlon Qsetate that we restrict the
input of the fixed Huffman compressor to a size much smaI1eT thaD. 2000 x 16384 by grouping
together codes with nearly equal copy lengths and disp1acemeuts. To impro'\-e speed~ use tables
to encode and d«ode a ~e at a time. Nnwthr'less, the &xed Huffman approa('h is the most
complex and slowest oft~ three opUons compe:red heft.

To decide how 1DlJeb. compression could be increased with a rJXf'd HuftinaD approach, we
experimented with~ groupings of nearly equal copy lengths anddisp~.using a IiDer
granularity for small 'V8luts., so that the input to the F'aed Huffman compressor had only about
30,000 states, aDd we COGput.ed the entropy to gh't a theormcaI bound on the compression.. The
smallest entropy ~ obtained was only 4% JDOTe compact thaD the actual mmpressloll a.chie\~

with the UDal)" enc:odiDg desc:n"bed below, aDd uy Jft1 implemnltatioD would "do WOISe than lI1l

entropy bound. Consequently, because the FIXed Bnff'num approach did not ~-e sigDi&cantly
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higher compression, ...-e favor the simpler unary rode, thoup this is not aD o\IWWhelmingly clear'
choice.

Define a (start. step. stop) UDal)· code of the integers as follows: The nth~ bas nones
followed by a zero followed by a field of size start + n . step. If the HId size is equal to stop theD
the preceding zero can be omitted. The iDt~ are laid out sequentially through these codewords.·
For example, (3,2,9) would look lib:

Codeword

O=z
10~

1l0zzZZ'ZZZ
l11zzZ%z:r::c=

RaDae
~7

8-39
40-167
16&-679

Appendix B amtaiDs a simple procedure that CeDerates UDU'Y codes.

The A2 textual substitution method encodes copy length with a (2..1,10) code, JeadiJ'lg to a
maximum copy length of 2044. A copy length or RI'O sigDals a Utera1, fOr which Jiteralle:ogth is
then encoded .,.itb a (0,1,5) code. 1eading to a maimum Utera1length of 63 bytes. Ifcopy Jenst.h
is non-zero. then COp.)' disp1acmJeut is eucoded Mth a (10.~14) code. The exact maximum copy
and literal lengths are choSen to avoid ,..-asted states in the uuary progressioua; a maxhuum copy
length of 2044 is suftic:ieDt for the kmds of data studied iD Section 8. The A1 policy fOr choosing
between copy and literal oode'WOlds is used.

Three refinements an: used to iDaease A2's compression by~ 1" to S- FIrSt,
since neither another Jiteial DOl" a copy of le:ogth 2 cau. ig.nwdlateJy follow a Dteral of less thaD
maximum literal kust~ in this situatioli. we shift copy 1eDcth codes down by 2. Ia otbu words,
in the (2,1.10) code for copy length. 0 usually meaas llteraJ. 1 m.- copy leDgth 2, etc.; 1:nrt after
a literal of less tbu maxbrmm literal1eDgth, 0 meaDS copy leqth 3. 1 mea:QS copy length 4, etc.

Secondly, we pb&se-in the copy displacemeat ena>dInc for smaD 6les. usiDg a (10- %, 2, 14 - z)
('ode. where z starts at 10 aDdd~ds to 0 as the DUJIlber ofwindow positiou grows; for example.,
:r = 10 allows~+ 22 +2" z 21 -values to be cod~ so when the number ofwindow' positions exceeds
21, z is ~uced to 9; and $0 forth.

FinaDr. to eJlmiDate y.'8Sted states in th~ copy displacement encodiDg, the largest field ill the
(10 - %,2. 14 - r) progression is shmnk until it is just 1ar&e eJlOUgh to hoJcJ aD \'8lue:s that must
be represented; that Is. If r~ remain to be encoded in the Jarpst field theD smaller~ are
encoded with llog% t"J bits and la:rge: values with~ v1 bits ratz tball 14 - z bits.. This trick
iDCT~ <ompTdSion durmg $l.llrtUp, an~ if the wiDdow size is mOM'D smaDer thaD tM mmaber
of ,,-alues in the disp.1aC'enK"nt progression. it continues to be URfuJ thereafter. For example, the
compression studies ill Section 8 use an A2 ..indow size of 16.384 daaTaeters, SO the (10,2, 14) code
--wId Vo"&Ste 5,120 states in the 14-bit field .,.ithout this t:ridt.

Percolating update seems preferable for the implemartation of A2 because of the large max
imum copy length; "..ith updat~to-root~pathological input could slow' the compressor by a f8ctor
of 20. Unfortunately, the percolatiDg update does not g'QIIl'8Dtee that t.be su.fIix tree will report the
nearest position for a match, so longer c:odewords than D«C'SSIlY may sometimes be used. This
problem is Dot serious because the tree is often shaDow, and Dod. near the root 1I51la1ly have mauy
sons, so updates propagate much more rapidly than as:sumed in the aDalysis of SectiaD 3. On
typical files, compression with percolated update is 0.4% less than with upda~to-root.
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