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SE("TJO~ 6. A FASTER COltPR~SOR

A2 bas \-ery fast expansion "ith a small storage requireDlf'l1t, but. (O\"en though rompR'5SioD
h. ('OnstaDt amort~ timfo. it is is times sl~"l"r than expamiou. A.I and A2 are most appropriate
in applications "'here rompression speed b; not criticaJ 3:nd where- the ~IIDaIln'orthe~er
needs to be optim"ed. su("h as t h.. nlaSS .-elf'a-w ofsoftware OU ftoppy disb.. H09t"t'\"'Cl'. in applkatiola
:suC'h as iiI.- art'hh-mg. fa.<;ter C'Ompre5ion is DHded. For this reasou. ~ .ha\"t' dft"t'lopal the Bl
and B2 Im'tbodsd~~ b~. which 1JR' th~ $&IDe en("Od'np as Al aDd A2. nosp«t~lY.biit
romput~window displacmleDt differently. Copy codeW'Otds 8I'e restrictC!d to start at the begiDniDg
of the yth pFe\ious cooe\\wd or literal <"haracter C"mitted; tlHy ("aD no loDger address ~'e'l')- Nl'Jier
C'balarter. but only those "'here UteRI characters ottuIR'd or c:o~. code.-ords started: ~ refer
to displ~ents(,OPlputed tbis way as "compl'l"SRd disp1lu:'anents- throulbout. Copy konstb is
still ~asured in ('baracten. like AI. B}' iosertiug this'~~l of inc:finoction during window a<'n'SS,
('omprt'SSion ~~ t)-pi~' tripl~. though expansion and the rate of adaptation ~ 5011~hat

slower.

"lth ·cowpressed displa~l1lent$; $Ufti..'"C pointers and update propagation are~
and a simpler P.4TRJC1.-\ t~ ('an be used for the dictionary_ Entries aft made in the tree onb· OD
codeword bouDdari~. and this can be dODe in linear time by startiq at tbr root em each iteration.
It is usef'ul to creat~an anay of permanent node for all d1aractft'5 at depth 1. SinC'e co~' C'Od~rds
of length 1 are ~-er issued. it doesn't mattc:.'1" that some permanrnt nodes don't correspond to an~

window charac:tft". £a(-h iteration begins by iudC"XiDllDto thisD~ array with the next dlaracteT.
Then hash table lookups and arc charaetft" comparisons ~ ued to dennd deeper. as mAt.
The un' window position is v..ritten into nodes passed on the 1L"'8Y. dov:n. so update propagation is
unnecessuy.

In short. thr complications necessaz:y to adlie\~ coDStant Z\~ tbM per soUrce character
"ith A2 arr eliminated. ~w, one DeW compJicatioD is intIoduced. In the 'Yt'Ol'St cae, the
16.384 "iDdow positions of B2 could require millions of cbaractf:l'5, so we impc:16e a limit of 12 x
16.384 characte~ if tbr full v.-indow exceeds this limit. wa,\-e; for the oldest window positions are
pUTg«! &om the tlft.

Because of:sloK-er adaptation. B2 llSUIll)- compresses sliPtl)' less thaD A2 OD smaD files. But
on t~ and program SOUT<'e files. it~ A2 ~. ~ to 8'A AS)"Dlptotkally: the C'fOSSO\W from .
Jo-.-er compression to higher occurs aft~ about iO.OOO cluuaders! A2~ find aD th~ Deer
term comm, wJu1@ B2 is restrict~ to start on pl'e'tious «>deword bcnJDdarifs but caD~Jy

rncb further back in t~ file- This gives B2 an adTantage OD filfs with a natural word structure,
such as teet, and a disad'"llDt3gt> on filE'S whrR' Dee:rby context is especially impOrtant~ such as
scannrd images.

\Ve also tried "viatknJs ,,·hen the tree is updated mort" hquemly than on e\"l'J'Y~wd
boun~· and literal character. All '\-ariatioDs up to and indudiDI A2 CiUl be impJemrnted withiD
the general fram"-"WK of this method. if sperd is not an ~_ For example.....e found that about
19( high", comJ'R'SSion ("an be aC'hit"\-ed 'b.'- in~in& another <"OUlpressed position bt"t~ rhe "''0
characters reprrsmt~ by.am length 2 rop~' rod~ and anothft' O.59'C b)' also inserting com
pm;sed positions aftft' ~ach ('haracter~t~ by length 3 C'Opr codn:ords. Hov.?tw, bealuse
these change s1O"" «Impression and expansion we ha'-eD"t URd t h~m_
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In ~ion 6~ rou.'iidcrod wa)~ to sp«'d up roJDples'doD at the C'OSt or slower adaptatima aDd
<'xpamion. In tb~ ~ioD we lrill explore the other cfftCtioD: improvin~ the compressicm ratio
with a s1ipt C'05t to the nmning t~ of the aJaorithm.

'When & strin& 0C'n1I'5 frequeutly In a ~ aD the medIoda __~~ so far waste
~3("(' in ~ircnrodiD~when they are cnrodiDc the npea..... striDg. theY. are capable .of~
the' c-opy di"']llaremc!Dt to multiple previous~ of the striDg, Jet 0DI7 ODe ItriDc Deeds
to ~ tOpi(I(J. By contrast, the data structures 'W haw 1I!Ed do DOt w.-e'.sp8Ce. .The Rpe"!iDg
strings share a tOftUDOD path Dear the root. If,.. bile tbe ropy codeiOrds dinctly 011 the data
structure of the dirtionary, we caD ·impum: tile COJDPl n d

• ndo~y•• {This briap •
doser to the second style of Ziv and tempel's textual substitutioD work (ZL 78) (MW &I] P 85),
where a dktioP8l)" is maiDtaiDed by both the compnssc:r lIDd expandw. Boweva, siace we stiD
usc a window and aD explicit copy lencth codhIg, it is Datma1 to view this as a moctitje:atioa ofoar
earlier compresIOI'S~ in the style of Ziv and Lempel's lISt textual substitutiaD work.)

The C2 method uses the same PATRICIA tree data sauctares as in to~ its dictioaary.
Thus it takes two pi«e; of infonutlou to spedfy .. word in the d.ictioDlrry: a IIOde., .d a JocatioJa
along the an- bet.eo the node and its pa;reDt (sIDce PATRICIA. tree arcs ma,y conespcmd to siriup
witb more than one eharacter). We will distinpiah two aues tor- & copy: if the an: is • a leaf
of the tree, then we wiD use a LeatCbpy codeword, wbile if the arc is iDtemal to the tree wiD ..
a NocleCopy codeword. Essentially. those stri:Dpap~ two or more times ill the lriDdow are
<"Oded with NodeCopies, avoiding the redundancy of A2 or B2 in these cases.

The C2 encoding begins with a single prefix bit that Is 0 for a NodeCopy, 1 for a LeaiUoP.Y.
or Lita-aL

Fo:r NodeCopy codewords. the prefix is roJJowed by a DOCIe uumberin [o..mea:NodeNGj, whele
mtrt:NodeNo is the laqest node number 1J2Ied since iDitiahtioa; for most lies tested, 'tIUIditlUNo
is about 50% the D1JJDber of lea,,-e5. FollowiDg the node uumber. a clisplacemeut aIoDs tile 8Z'C &om
the node to its pamrt is encoded; for most NodeCopy codewords the iDmmfrtS arc is of JeD&th
1. so DO length field is ftCIuhed. If a Jenath field is reqai&~ 0 drDotes a matdl eudIy • the
uode. 1 a displacement 1 down tM are from the parent node., etc. Raely is the 1eDgth field loDger
than one or two bits be<-ause~ arc lengths are usually short., to all possible QlSPlacemeuts CD be
ent1D1ft8&ed with oaJr & few bits. For both the DOde namber and * incomiDc arc cIispJacaIeat,
the trick described ill SectioD S is used to e1imiDat.e 'WUted states in the hid; 1bat Is, if v .Jues
must be encoded, then the smaJler -values are encoded with l1o&2 uJ bits aDd larger values 1Irit.h
J'1og2 If1bits.· .

lAafCopies are (o()ed with unary propessioDs JIb thoR of AJ or B2. Ii {I, I,ll} p&C)pesfioB
is used to specify tb~ distance of the lonpst match dowu the leaf uc from its pezat node, with 0
denotiDg .. litenIl; this progressioD. leads to a DWdmam copy leD&th or 4094~. SiDce aaothe.r
liteial De"IeI' oa:urs hnmediatdy after .. litera.l or less thaD maximum literal leDsth. the LeatC'op,.
arc d"JStance progressiota is shifted dawn by 1 when the precediac cocfe1;vrcI was a Btera1 (Le.. uc
dL~lacemeDt1 is codtod as O. 2 as 1, ett".) 011 a cross RC'don of files from the data sets discussed
later. distance dOW1l the leaf arc was bighl)- skewed! ....ith about half the arc displacements OCC"4JTiDg
ODe character down tbe leaf arc. Because of this probability spike at 1 and the taPid chop 0& at
larger distances, the awrap length field is smaIL Following the 1eDgth field, the window' position
is coded by gradually phasiDg in a (IO,2, 14) unary propson exactly Jib B2's.

Literals are coded. by first coding a~ arc displacement of 0 and thm usiDS a (0.1. 5)
unary progression for the Jitenl1ength exactly liJGe B2..
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U~ A2 and 82, the expand« £or C2 must maintaiD .a. dictionary tree exartly lib: the
compressor's tree to permit decoding. Notice that this is not as onerous as it might seem. During
COIIIpRSSion, the aJaoritbm~ satcb. the tree downwards(~ towards leaves) to Dud the loDeest
match, and this requires a bash table acO!l5S at~ node. By nmtrast. the expander is told which·
node was matched. and it caD t«'OW:l~ length and window pasitioIl of the matdl from the node.
No hash table is required. but~ encoding is restricted: a CORY codewordm~ aIwap reprarent
the' Jonpst match bmd In the tree- ta. particular. the superior heUristr used by B2 to thoase
between Literal and Cow .codewords must be discarded; m.tead. .-heD the longest match is of
length 20r moie, a copy~-ommast aIwa,ys be produced.. With this restriction. the~
caD recoustnlct the tree during deco<lIIlg siDlp!y by hangIac each new leaf from the node or an:'

iDcticated' by the NodeCopyor UalCopy codeword. or in the case of &teraIs., by hanging the leaf'
from the permanent depth 1 node for each literal character.

SECTION 8. EMPiRiCAL STUDIES

In this sectioD., we compare the five compression methods we haw developed with other OD6
pass, adaptive JJ;Ietbods. Fa( most other methods, we do DOt ba've well-tuned implemaJtatioas aud
report cmJ,y compression results. For implementations we~ tuned for efficiency, speed is also
estimated. (for oar 3 MIP. 16-bit word size. 8 mepbyte worbtatioDS). The eDCUtion times U5ed
to determine speed i:Dclude the time to open. read. aDd write files OD the local disk (which~
a relatively slow, muSP'"1ID transf'er rate of S mepblts peE' second); the speed is computed by
dividing the~ me me by the executioIi time for alarp file. .

We tested me 1;ypes iIItPonaut in out workiD& enviroDmeDL~ number ill the table below is
the sum of the compresSecllJe siZes for aD tues in the group dhided by the sum of the oriciDaJ me
s:baL Charts 1-3 show the dependency ofcoanpression on file size b aU ofthe compression methods
tested on the source code (SC) data. set.: The gray area in these charts shows the distribution 'of
tile sizes in the data _t~ aDd t~ IlUJDbers next to the labels are the total compression ratios.,
duplicating the SC column in the ~e below.

DA.TA SeTS . "
SC Source Code. AD &.bit Ascii source 8Jes &om wbkh the boot file far our~r;~.
ment. is built. Files include some EugDsb~ aDd a densely~ mDec:tion.of farmatting
infomJation et. the eod ofeadL file red1zces ~pnl5SibiIit7. The fiJes tbemseJves are -.'rit:ten ill the
Cedar laDpace. (1185 61es, awnae size 11 Kbytes, total sbe 13.4 Mbytes)

TM Techllical Memoranda. AlI files f'tOIl1 a dfrectory where computer science teclmic:aI memoranda.
. aDd reports ate filed, exchadiD& those ccmtainlng images. These files are ~bitAscii text with deDse1y
coded formattiDc JD.fonDatioIl at the end (like the source code). (134 files. average size 22A~
total size 2.9 MbyteI)

NS News Setvice. One file for' each work da.y of a week from a major wire seIVice; thae files
are &obit Ascii with DO f(Jl'lD&tting iD.6xmatioD. UsUa, textual substitution methods. these do not
COIDpt'eSS as weD. .. the tedmical memoranda of tIM pte\ious study group. even though they are
much 1az'ger aDd should be lea impacted by startup transIeDt1 lDspectlon suaests that the~
wca.bu1aly _ eert:enme use of proper names might be responsible for. this- (5 6Ies, a"-erace size
4S9 Kbytes, total si2e 2.3 Mb)-tes)

XERox PARCo CSL
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Tt"xt Binary Fonts Ilnaps
M€'thod SC TM NS CC BF SF RCF SNI SCI BI

HO .TJ2 .612 .590 .780 .752 .626 .756 .397 .845 .1"8

HI .401 .42.( .467 .540 .573 .380 .597 .181 .510 .101

KG .751 .(j2S .595· .so4 .756 .fJ1 .767 .415 .8SO " ~
V .749 .624 .595 .802 .756 .637 .766 .414 .850 .205

CW .369 •358 .326· .768 .5" .516 '.649 .233 .608 .106 .

MWI .508 .470 .-.s7 .770 ..626 .558 .705 .. .259 .721 .117 '

M\\"2 .458 .449 .458 .784 ..594 .526 .692 .270 ~774· .117' ..
uw.. .521 .476 .442 .796 .638 .561 .728 .255 .697 .118

BSTW .426 .434 .465 - . .684 -- .58l - - -
Ai .430 .461 .520 .741 .608 .502 .657 -351 .766 .215

A2 .366 .395 .436 .676 .538 .460 .588 .259 .709 ..123

Bl .449 .458 .501 .753 .616 .505 .676· -349 .Tn .213

B2 ..372 .403 .410 .681 .547 .459 .603 .255 .714 .111

C2 .360 .376 .375 .668 .527 .445 .578 ..238 .662 .105

Table 1. Comparison of Compression Methods.

CC Compiled Code. The oompiled-eode files produced from the SC data. set. Each &Je CODt,iDs
several ditferem regWDS: symboln~ poOltefti to the S)'1Dbols,st~t boundaries aDdsoarce
positioDs for the debugger, and executable code. Because eadJ. region is small and the repms ha1Ie
different C'hararteristi~ these files se\o"erely test an adapt.ive compressor. (1220 mes, a..~ size
13 Kb}'tes. total size 16.5 Mbytes)

BF Boot FOe. The boot file for our programmjng en'\;rOUmeDt~baskally a ('Ore imaae and memolY
map. (l fi~ size 525 Kb)"tes)

SF Spline Fonts. Spline-deK:Tibcd character fonts used to if!Derate the bitmaps for character sets
at a ,,"ariet}. of resolutions.. (94 files, a"wa&e size 39 Kb)"tes. ~tal size 3.6 Mbytes)

ReF Run-roded Fonts. High-resolution character fo~ .heIe the 0fi&inaI bitmap5 haVe been
rep1a.ced by a nm-eoded rcpresentatiOll. (68 &Jes.~ size 47 Kbytes. total size 3.2 :t.fbytes)

8NI S~"lrthetk huages. All 8 bit/pixel S)"Dthetk' image IiJes from the dirertoly of an imaging
l'eSea.rt"her_ The 44 &les are the red, green, and blue color separations for 12 color imaps. 2 of
which also ba'\"e an extra file to Mll"Ode background transpareney; in addition. there are «Sother
gt'e~· scale inlages.. (44 files, &\-erage size 328 Kb)"tes.. total size 14.4l-Ib}"tes)

SCI Scanned Images. The red. separatiolls for an 8 bit/pixel SC'aDDed·iD color images from the
directory of an imaging reseut"her. The lo~-orderODe or ~o bits of each pixel are probably noise,
reducing compressibility. (12 &les, average size 683 kOJttes=. total size 8.2 Mb)"tes)

BI Binary Images. CCITT standard images used to ~~uatebilwy facsJmDe compressiola lUethods
Each file consists of a 148-byte header followed by a. binary scan of 1 page (1728 pixels/sam line
x 2376 scan lines/page). Some images have blodts of zeros more than 30,000 bytes long. Because
these files are composed Of I-bit rather than 8-bit items. the general-purpose compressors do worse
than they otherwise might.. (8 files. a\o-erage size 513 Kb)-t.es.. total me 4.1 A-!bytes)

XEIlOX PARC, CS
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Th~ ~ial-pnrpQti("C'C'tTT lD Rlld 2D romlJ~i()n IUftbCKL> rrpnrtM in [HR MO} RIl"IW'\o-r.
l'l'Sp«ti,,'Cly•.112 and .()(H c-ompm;sion ratiofi on tlK-Nr standard iJnagrs wb..-n tb<' (>xtnwrolIH I'ud
of-Jine codes Il'CItainod by the- f&'SimUt' standard M«- n'mO\-M and whm tit€' cxt"ranrotL" 148-b)"tc
header is remo\'Cd. The SJX'C'ial-pn~CCTIT 2D mqalt is signifi<"RlltJ). 1UOrt' romPan' thaD JUly
gf'ul'ral plll"pOS('mrthod 1R' tMcd. and only CW and C2 511rpa~ t~ ID ~,l1t. .

MI::ASlrRl-~E:.'IlTS A~D C'C»rIPRt~'O:"l MI-:TUODS .

HO and HI.. Th('S('CU'r C"Dtmpy t"alrnlatio~ walk- on a JX'I" & basi.. alTOrdWg to:

n-I

Ho =- L Per ~ COi) Jog;2 per = C";).
i=U

II-I

HI = - L P(r ="C"i) P(lI = t"jlr = C"i)JOg;Z P(y = cojlr == ri)'
;.laO

(7)

(8)

where~ is a. random symbolof the source. :&1/ i5 a randomly rbosen pair ofadjat"ent SOUJ'C'f' cbaraM'(\~ .
and Cj ranges over all possible symbols. .Beca.ust- of the small &1e sbe, the ('ur\:. in <'bans 1 w
3 drop off to tbe left. In th.!ory, this small sampling pro~ ('a.D be ("OlI'eC1:ed at'cordiac to [B
59]. but we have found it difficult to estimate t be total dlara.cter set sUe in order to apply these
corrections. Ne1lUtheless, chart I shows that HO is a good estimator fof bow....oen a.D~less
(zero.ot~)comPressor can do when file size is a iarg~ mUltiple of256bites~'ill1XNmdsth
compression for a first-order Markov method. (None ofour files were wee CDOIIP for HI to be aD

accurate estimator.)

KG and V. These adaptive methods maiDtaiD a Huffman tree based OD the frequency of charactas
seen. SO far iu a. file. The compressor aad expander ha'\'e roughly equal performaD~. The theory
behind the KG approada. appears in [0 78] aDd [K 85]. The similar V method, discussed izi [V
85], should get.better Compression during the startup treDSieDt at the expense ofbeiol; about 18SE
slower. It is also possible to bound the performance of Vitter?s scheme closely to that of a. fixed.
DOD:-adapth-e C"OJDpressor. Except on the hiihly COIPpressib1e CCITT~ these methods achfe'\'e
compressioD. sligbtly wmse than KG, as~ But beeu,se ofbit quantization,~~
of the ccrrr images is poor-arithmetic coding would mmpress dose to HO even on these higbJy
compressible SOlll"Ca. .

CW Based OD [CW 84It this method gathem hi&her-order statistics than KG or V abowe (whida
we raD only OIl %SO-Otder statistics). The methOd that CJear:r and Wltt.eD descnDe keeps statistics
to some order 0 aDd eIl~ each new character based OD the coDtext of the (I precediDc cbarad.ers.
(\Ve've used 0:= 3, because any higher order exhausts storaae 011 most of our data sets.) If the
Dew character has never before appeared in the same context. then au e5(".8pe meehaDism is used
to back down to smalJeI' contexts to encode the character using those statistics.. (We'Ye used
their escape mechanism A ",;th exclusion of counts from biPer-order oont.exts.) Because of high
e..-ent probahilitits in some higher-ordered contexts and the possibility of multiple escapes WOM

a character is encoded. the fractional bit Joss of Huffman encodiDg is a roDcern. so [CWO SJ] uses
arithmetic encoding. \Ve have used the arithmetic encoder in [WXC 87}.

As Table 1 shm.-s, CW a.c:Jrle,,"el5 excellent compression. Its chief dz;s.wbacks are its space and
time perf'orIDaIlCr. Its space requirement can grow in proportion to file~; for e:umple. statistics
fOl" 0 = 3 on raDdom mput could require a tree with 2SQC leawst though English text requires

. much less.. The space (and consequently time) perf~ of OW degrades dramaticalJy OIl

-more random" data sets likeS~ and SCI. A. practical implementation would have to limit storage ..
. ~~~~ . .

XERox PARe, CSL-89-3. JANUARY 1989
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Even on Engli.o;h, Bell.. Cleary, and \Vitten estimate that Moffat·s tuned i!up)('.l1lentation of CW is
3 times 51~ roulpmloQug and 5 timl'$ slower expAIlding than C2 {Dew' ggl-

MWl. Thic; Illt"thod. described in [MW' 841. ieo related to the second style of LclIlpeJ-Ziv tompres
looion. alluded to in tJr introduction- It u.o;a; ;I. Trie data strurtu~ and 12-bit'rodes. Initially (and
always) the dktiouary routairu; 256 on()o(·ha.Iarter str'iJ:lp. New material 0. cnC'Odedb)' fiDdiD« the.
longest match in t~ dictiouary.. outputting the associated <'Ode. and then iD.~rtiDgit DA." dictiorwy ,
CJlby that is the 100&15 matdl plus one Dlorc l"hN"actCT. Aft« th<- dictionary has fillecL~ ftera".
tiOD reclaims an old rode £rom among dictiolUU'Y lea,-es. following a LRU di5<ipline.. ~'~ that
rode for the new dictional)- entr}". The expander works the same way_ MWl ili simpw. to imple
ment and is ba1aDced in performance., with good speed both conlptts5'ing and expaading (2.50,000
bits/s« and 310.000 bits/sec I'eq)eCti\'cly). The original method tL'ICd 12-bit rodcs throughout for
simplicity and effirient"Y- Ho,,"eo.-er. our implementation starts by ,,:ung 9-bit rodcwords. increa.~ng
to 10. II. and 6.n8l1y to 12 hit.'i AA the dictionary grows to its maxiulUm ~i.ze; tbi!; Iia\"es up to 352
bytes in the compressed file size. On text and source code. Miller and\V~ determined that
the 12-bit rodev:ord size is dose to optimal tor this metbod.

MW2. ODe drawbat'k of MW1 is the slow rate of buildup of dictionary entries. If, Cor example-, ,
tbe word alx-defgbi appears frequently in ~ document. then ab will be in the dict'ioON)' after the
first occurrence. abc aftei' the second, and so on...ith the full word prescnt only aft£'[" 8 C)("C1UTeJlC'e5

{assuming no lMtJp from similar word,sin .the document}. At below. for namplE'., would be able
to copy the whole word alxde£glJi after the first occurrence. but it pays a penalty i>r the quick
response by haviDg a length field in its copy codeword. The idea of MW2 is to buDd dit:tiomu:y
entries faster by combining adjaceDt codewords of the MW1. scheme.' Longer -WOrds IiIie alH:defgbi
are built up at aD exponential rathet than linear rate. The chief disad\oOlltage of MW2 is its'
inaeased complexity and slow execution.. Our implementation follows the description in [M'W 84]
and uses an upper limit of 4096 dictiooary entries (or 12-bit c:odewords)•.We did DOt ilDp1rment
the 9-12 bit phaR-ia that was used m'MW1. so the size.depeudent dlarts ullderestimate MW2·s
potential performance on small files.

uw. This is the Compress utility found in the Berke~- 4.3 Unix. whkh modi6es a method de
scribed in a pap«by Welch [W 84]; the autbozs of this lJIethod are S. Thomas. J_ Mt-Kieo~ l>a\.ies.
K. Turkowski.. J. W'oods" and J. Orost. It builds its dictionary lib MWl. graduall)' O;pabdiDg~
code1liord sUe &olD 9 bits initially up to 16 bits. The dictioDaI)" is frozen after 6S.S36~ but
if the oompressioD ratio drops signitic:aDtly. the dictioJw:y is discarded ana rebuilt from scratch.
\Ve used this compnsor remotely 011 a VAX-785. so it is difBcult to COBl~ its nuialDg tbe and
implementation difficulties with the other metbods we impleanented. Ne,,-ertheless, because it does
not use the LRU collection oC codes, it should be faster than MWI. Howe"w. it bas a larger total
storage requhement and gets worse compression than MW'1 on most data sets studied.

BSTW. This method first panltious the input into alphanumeric and non-alphanumerie "words,P.

$0 it is specialized (or teXt.. though we were able to IUn it au some nther kinds ofdata 8$ wen. The
core of the compressor is a lDO"'e-to-front heuristic:- Within each class. the P10St recoeDt)y seen words
are kept on a list ('We haw used list sir.e 256). If the next input word is already in tM ..."Old list.
then the compressor simply encodes the position of the 'A-ord in the Jist and then 1DO\"e5 the word
to the front of the list. The mave-to-front heuristic means that frequeDtly used words will be Ilf'ar
the front of the list, so the)· ~an be encoded ..ith fewer bits. IC the u~ word ill the input stream
is not. on the word list. then the new Vtwd is added to tbe frOnt of the list. whilf- aDOtbft" ,"Old i5
removed from the end of the list. and the JleW word must be ("ompres&'d t'haracte-t-by-(."bararier.

Since the empirical teSUlts in [BSTW 85} do Qot aauaIly gn.-e aD enC'Odin& for the positions of
'ltr'Ol'ds in the list or for the characters in new words that are output. 1R' ha\~taken theh~ of
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using tb... V roulpJ't",.-..or a... a. mtbroutiDc to g('nt"t'ate tbcsl! enrodings adapti,,-cly. (There are actuaJly
fOllr t"OPb of Vitu-r·t;; algorithm running. one to cnaxlc pCWiitiou.o;: Md ODC to encode charac:ters ill
('at"h of two partitiolL4i.) UsUag an adaptive Huffman ~ slow; a fixed encoding would IUD. faster.
hllt wt' expect that a fixOO en("QdiDg would slightly roduC'C compression on larger files while slilhtly
improriDg roUlP~1lon small Slcs. \VC C"OWd not nm BSTW for all of the data sets, since the
pandDg m«bani.<;JII a.'l:StUDeS human-readable t€".xt and~ "word'i'" appear in the other data sets.
\\ucn th(' unreadabI... iuput l>arsOO ,.-dl, as ill th~ C"3.~ of t1IJl-eoded four.s. the compression was
'Vt'I)" good. .

AI. This is our basic method described earlier. It has a .fast and simple ~der (560.000
bits/!ie'C') ,.ith ASman storage requirement (lO!OOO b)"tes). IIcMeftr. the compressor is IDDdL slower.
and larger (73.000 bits/sec-, 145,000 bytes using SC'3l1-from--1eaf and update-to:.root), The encoding .
has a Pl&:rimnm rompremon to 1/8 :;;: 12.5% of the original file size because the best it can do k
cop.)' IGd1aracteI'5 with a 16-bit codeWord.

ea,,-eat: As we mentioned above, the running times reported include the file system o'Vel'head
for a. relath.-e1y slow disk. To prcMde a baseline, we timed a file coPY' without mmpnssion and
obtained a I'1Lte of 760~OOO bits per second. Th~ some of the faster expansion rates we report m:e
5e\.-ereIy limited by the disk.. For example, we estnua.te that .ithom disk overhead the A1 expander
would be about twice as fast.. On the other hand, remo,,-ing disk overhead would hardly a&ct the
compression speed of AI.

A2. This Dlethod, discussed in Section 5, enlarges the window to i6,384 charactels and uses
\:ariable-~idthunary..coded copy and literal codewords to sipificantly increase compressicm.. The
IllD.D.iD,~ aDd storage requirements are 410,000 bits/sec aDd 21,000 bytes for opansioo aDd
60,000 bits/sec and 630,000 bytes for compression (using su8ix pointers and ~rcola~update),

B1.. This method, discussed in Section 6, uses the A1 eDCOdina but triples eom.plesmoD speed
by updating the tree only at codeword boundaries and Jiten1 chaRcters. The I1mning time aad .
storage requirements are 470.000 bits/sec and ~,OOO bytes £01" exp8J'.lsion and 230,000 bits/S«. aDd
187,000 bytes for COIDPre:ssioD.

82.. This method. discussed in Section 6, WIe5 the saJne encodiDg as A2 but t:riplM compression
speed by updating thc tree only at codeword boundaries and literal characters. The compressor
and expander nm at 170.000 and 380.000 bits/5eC". respecth:ely, and ha~ storage requirements of
~OOO aDd 262.000 bytes.

C2.. Thi.~ method. disnl.~ in Section 1, uses the same data. structwes as 82 bllt a more powerful
encoding ba5f'd dirertll' upon the structure of the dictioDar)- tree. CompressioD is about the same
aDd expan.sjoA about 25~· slower than B2; the compJeSSOf" uses about the same storage as B2, but
the expander uses more (ahout 529,000 b)"tes). .

Tab~ 1 bilbD.ghts SOD1e differences between textual substitution methods like C2 a:nd statistical
methods lik~ CW, (Time a.Dd space perfOJ'maDR dift"eJeaoes lw.-e been discussed earlier~) There
are se...-eral data sets where these methods d1fi'er dramatitaIIy. au NS. CW is sipj6caPt1y beus
than C2. \\~e ~-e that this is because NS ~"S geat~ty ia voad>ulary: a property that
is troublesome fOT textual substitution. since it C'aDDOt copy DeW ,."Ords easily from elsewhere in the
dornment. but this property is "benign for CW. since new words are likely to follow the existiDg
English statistics.. OD ce, for example, C2 is significantl;).' better thaD CWo We belie\.'8 that this
is because CC C'ODtains se,,-eral radit'Ally different parts, e.g. S)"Dlbol tables, aAd C01Upi1ed code. C2
is able to adju...... to dramatiA.- shifts 1lo;thin a. 6Je, due to rrtenal codewords and copy addressinl that
fa."\o"OrS nearby context, while CW has no easy v.-ay to rapidl)' diminish the effect of older statistics.
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For all of am lUl'thod,,- A2.. B2. and C2. window size is a. ~ignili<"aDt ron.~dcration b«au..~

it detl'nuQn:o,; !o.1orag(! rcquircmcnt.~ and aJfcct.': romptl'SSion ratios. Chart 4 shows compression as
a fnnc-tiou of window~ for the NS data set (concatenated into a single file to avoid sta:t-up
effects), and for the- BF hoot file. These two data sets ~'cre typical of the bimodal beha.'\ior we
oh...;cr.-oo in our other data. sets: large human-readable files benefit greatly from increasing window
~izc-. while other t~ gt'Qltp!' ~how little improvement bc}"Ond a. window size of 4K.

CONCLUSiONS

\Ve have desmDed several practical methods for lossless data compresSion and.developed data .
$1ru('tures to support them. These methods are strongly ada.ptive in the sense that they adapt not
only during startup hut also to context changes 0C'Ctlning later. They are suitable for most high
~ applications bec-a.use they make only one pass over source data., use only a. constant amount
of storage, and have constant amortized execution time per character.

Our empirical studies point. to several broad generalizations. First. based on the HO and
fil theoretical funits, textual substitution via. A2, B2, or C2 surpasses memoryless or fust-order
Markov methods applied on a character-by-character basis on half the data sets. On the other
half, even the CW third-order method can't achieve the m bound. This. suggests that~ to surpass
textual substitution for general purpose comprESSion., an}' f,.farkov method must be at least second
order, and to date. all such methods have poor space and tUne performance..

Secondly, the methods we've developed adapt rapidly during startup and at. transltions in
the middle of files. ODe reason for rapid adaptation is the use of smaller- rePresentations far
displacements to recent positions in the window. Another reasoD ~ the inclusion o£ ~ti-character
literal codewords. Together the literals and short displacements allOw our methodS to perform'
well on short files, files with major intenial shifts of vocabulary or statistical properties. and files
with bursts of poorly compressing J:Daterial-aD properties of a significant·number of JiIe; in our
en....ironment.

Thirdly, it a.ppears that the displacemellt-and-Iengtb approach to textual substitution is espe
ciallJr effet'ti"\o"e all small files.. On 11,OOO-byte program source files. for example, A2 and B2 were
m'er 20% more rompact than textual substitution methods which did not use a length field COW,
MW1. and MW2)- This is not surprising because the pa.rticular ad\.antageof~ JeDgth field
in <"Opy rodewords is rapid adaptation on smaD. files. H~:er. even on the ~filestested.
A2 and B2~.ad~'ed significaDtly higher compression. Only on images did other methods
rompete with them; our most powerful method, C2, achieved higher compression· thaD au,y other
textual substitution method we tested on all data sets. The effect .of a. length field is. to greatly
expand dictional)' me ~-ith little OT no increase in storage or proces:smg time; our results sng&eSt
that textual substitution methods that use a length field "Io\-ill "Io\-"OJ'k better than those wbicll do not.

Fourthly, studies of A2, B2, and C2 using differeut window sizes showed "that. for human
readable input (e.g_ Engtish, source rode). each doubling of vwindow size improws the the comprer
sian ratio by roughly 6% (for details see Chart 4). Fwthermore. the data. structures supporting
these methods scale weD: running time is independent of 1\-indo\\' size, and memory usage grows
linearly v.,oith window size. Thus increasing window size is an easy way to improve the compression
ratio for large files of human-readable input. For other types of input the window size ean be
redu("oo to 4096 withoot significantly imparting rompression.

Going beJ.·ond these empiriC'aI results. an important practical consideration is the trade-off
alllong speed., storage. andd~ of<'Owpres5ion; speed and storage have to be coPSiden!d for both
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rompres5ion aDd expaDIbL Of our OWD methods, A2 bas VS1 fast expansion with a mjnBmd

storage requirement. Its weakness is slow coDlpression. whId& Is seftIl times slower tlJaa expansion.
even though the SIdBx aee dat~ structure with aznortized update uses ronstant amortized time per
character. Bowever,ia applications whieh CIA alford relatively slaw compression.. A2" is exrelleat:.
for example, A2 would be good~ .. mass .distribution of software OIl Soppy disks or for~: .
compression of 8Jes OIl, a lie sel'\-U•. Furthermore.. if the paraDel matchiD&" in the compression side
of A2 were supPorted .1lr"ith VLSI,thC iesu1t WoUld be a fast. poweJul method~.mjni~

storage for both~ and expaadinc." . , .

B2 p~1desnearly thftet~&.ster ~mpressioll'~ A2bat hasSamewbat·~~
and adaptatioD. Thus. B2 is well suited for communicatioa and an:hivinC applications.

Al and Bl do DOt compress as weD ~ A2 and B2, respectively, but beOmsc of their tWo.
codeword, byte-aligned eucodings they are better choices for applications where simplicity or speed
is criticaL (For examp1e.. J- Gasbarro has designed and implemented an expansion method like Al
to impraR tbe baDdwidth or a VLSI circuit tester [G 88].)

C2~ slplfJcaatly higher compression t.han B2. but its expander is somew-bat slower
and bas a Jar&er: storace requirement. In the c:ompresdon study RpOrted ill Section 8. C2 achiewd
the bilhest .compteSSioD of an methods tested on 6 9f the 10.data sets..

\Ve believe that our implementations and empirical results demonstrate the ~-alue of wiDdow
based textual su~fioD. Togetber the A. B and C methods offer good options that can be .
chosen acmrcfina to resource :requirements. , .
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~ ApPfo:NDIX A. A PATIIOUX;ICAJ. EXAYPLJo:

We now show a. string that h. the F pattern orequation (6) of Section 3:

l 2 :s .( :0 .. 7 • , to II 12 l:l 14 IS

lila PIO 119 Pte Pi 1'&. Pr. P.. P:s P2 1'1 1'2 PIa PIa P9 •••
(6)

'. .
Hereafter we will stop abstrartiDg the string by its copy Ieugths. Capital letters ale striDp,'SIIWl
letters are single C'baraL-ters, and i,j~ ,.",b are integers. The patbologic'a1 striDe follows t.he~

(9)
: " .

where the parameter r is chosen large enough sO that one iteration exceeds the mute wtDda- (this
pxevents dkect eopying &om the beginning of oue All) to a. subsequent ,Mo). Within ead1 Jli 'ft

have goups., ,
(lO)

and each group is:

We ba.u iIltrodw:ed two more pammeters: p is the Dumber of miDor bIodr:s ~, aDd. 1l is the
, nUmber Of .'charactas. AD of the • aib:cripts in the above formula are COIIlPuted mod.. The
gmups slrew so that. for" aamp)e. the beginning of. Gle :: #1 BJ.Sp+.l ••• will DOt IIWdl eutinly with
tile begirlninl or Goo - slB1S1 : ~.. It wID. 1Iaweger, match ill two parts: the pteax Sl:8J:aippeus , .

ill both IItfiD&s, aDd tbe SDfIx GIG :a ~ •• Bl$p+.l ••• will match~ the' sdb: ofOm ~ •••Bt~l.
It for example, B1 .. 9 c:IIaraders. this gives two cODsecutige JoeatioDs where • COW ofme 10 is
pCll!Iiib1e, in the·pMtem~ equation S-

It remaias to create tile match afJeDgth 2 at position 12 in eqoatfoD (6). ,For this P'JIPOI8a eadt
or the ec ..are either e,; or iii. They wiJI~ prK'ede respec:th'ely et-WI aDd odd Dumbered

8j, azid match III paIrs with their foDowinC sJ's. For example, the eo iD. GoD - .1Bl.le0&2~S1 •••
will D;W:cll with .,. The eos, match is hidden ill a minor block,~atedm. the o4d DDmbeled.-i= .. ...' .:..... .,. ...:~ ,

Sa - zeoSoeos~.a .. -eOSt.-2

,B1 =zeo.s~.si+~~· ••~~

(12)

This causes 11 aud n to be related by:

ph - 21lt"
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ID thf' nIIiC of our nmlllDg t-DDJPlc-. wh('n' tlK- finit(' W'indow is sizt' ~096 and tbt- wa..'limmn ropy
length is 16 n.arat'tt"m. an appropriatl' M"ttWg or t~ abo\T paranlt't<"tS i~

r :It 2. b = 8. P =. 100. " ~ 200 (13)

\Ve need to t* some C'aI'e that the ht-~-trd~ DOt 6Dd the optiDW mhltion. It f.UJ'D,'i Out that if
we Just start as in equation 9. thcD tht- first Ala will nor t'OIIlpnss well, but tilt' hc-uriItit' will~ .
the.behavior weare seekiDg°m All- k..-yuiptotkally WI" adaiMto a. worst o(,,&'lie ratio of-l/5~. -
the optimal algorithm aDd the poUt-y heurlstk. . °
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AppadIz B: Cotrl/M~d U-rr" lltuiI1IJk.La,dr~D/./~

/11 Sa:Iitm S wdt/lMda($I/UL sup. slop) IlIIIUY aide o/IMlIIlegers4fd striIIt tUII 0Mf.ft;J/JrJwfd111
d ."fo/ItJWIflfly tlfteJof}biu.~j i.r illdeMilJtmllic~ tIe/iNJI.by(stdIt .,.
SltJp). 17IisQ2llM~J1"d.fIly by tMfo/Iot11i116~

F.ac:odeVar: PKOC [011I: CAKOINAL stan... last: CARDINAI.I- {
.·UNTILOal<~2[start) DO

PutBics[L1);
out .. oUi- PowU2[swrI=
SUItt .. swt + step:
ENDLOOP;

IF start<lastTHEN PutBits[out. start ;. 1] - Ol011oWlf!byjWJlofsia "swt"
ELSE IFstart) lastmEN E1UtOll
WEPrJtBiLiout. stan); - stlWl Q bit
}:

PutBiIs: PROC (out CARD. bits: INTEOBJ -
Out]1lll 1MbintuyacodJn~of"'DIll" in ~flUlofslze ..hIts. ..


