Source-Adaptive Encoding Options for HDTV

and NTSC

By Kenneth A. Parulski, C. Bradley Hunt, and LeRoy E. DeMarsh

Television images originate from many sources, including video cameras,
motion-picture film, and digital still graphics. This article describes how
future all-digital high-definition television (HDTV) transmission systems
and NTSC receivers can be designed to adapt to the frame rate, aspect
ratio, color mode, and resolution of the signal source in a simple and
cost-effective manner. This can provide improved picture quality or
reduced transmission bandwidth requirements for image segments from
certain sources. In HDTV transmission systems, the transmission coder
operates at the source frame rate, for example, 24 framesisec for film
sources. The receiver frame store performs frame-rate conversion for the
display. In high-end receivers, this processing can reuse the motion vec-
tors transmitted by the HDTV coder. In NTSC receivers incorporating
field stores and progressive scan displays, source-adaptive processing
allows perfect interlace to progressive scan conversion and
luminance/chrominance decoding for still images, and improved decoding
of images from motion-picture film. To make these methods more effi-
cient, “origination-source ID” data is incorporated into the video signal
during post-production.

basic ideas described in this article
were developed by the Advanced
Television Research Program at

Telcvision uses images from many
sources, some of which are listed
in Fig. 1. Many TV programs origi-

nate from NTSC video cameras, of MIT.1.2
course, but for sports or news from .
Europe, standards-converted PAL or NTSC Scanning Standard

SECAM signals are used. Computer The NTSC color television stan-

graphic stills are used for short seg-
ments, such as weather maps, and for
much longer segments on some cable
promotional and home shopping
channels. Because they include
graphics and text, these can be some
of the most demanding images.
Finally, both classic movies and most
prime-time entertainment programs
originate on motion-picture film.
Future. HDTV systems will certain-
ly use all of these sources, as well as’
HDTYV cameras based on one or more
of the proposed HDTV production
standards. This article describes how
TV systems can adapt to the source to
provide better pictures or even allow
multiple programs in one channel. By
sending a few bits of data describing
the source, the TV channel can be
used more efficiently. Many of the
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dard was developed almost 50 years
ago.3 Because inexpensive memory
did not exist, the scanning beams in
all home receivers had to be synchro-
nized to the camera in the studio. All
of the cameras and receivers had to

operate at the same line and field fre-
quencies, and scan the same spot at
the same instant, in order to display
properly synchronized images. To
minimize display flicker while con-
serving transmission bandwidth,
interlaced scanning was employed.
Interlace scanning means that only
half of the lines in the image are
transmitted during each video field
period.

Figure 2 is a simplified diagram of
today’s NTSC television system. In
the television studio or post-produc-
tion house, images from 24 frame/sec
film and 50 field/sec European pro-
grams are all converted to the 525-
line, 59.94 field/sec, 2:1 interlaced
NTSC format, before transmission.
The conversion is done using a digital
frame-rate converter in the telecine, or
a digital standards converter.
Conventional receivers display the
decoded NTSC signal using the same
scanning standard. However, a smali
but growing number of receivers use
different display standards.

Certain receivers, sometimes iden-
tified as improved-definition televi-
sion (IDTV) receivers, use digital
fieldstores to convert the interlaced
NTSC transmission signal to a pro-
gressive scan signal.4 IDTV receivers
use line-doubling techniques in order
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Figure 1. Television image sources.
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Figure 3. NTSC origination and NTSC transmission.

to display all of the video lines at a
59.94-Hz frame rate. Some plug-in
boards for desktop computers include
TV tuners and NTSC decoders.
These boards convert from the NTSC
scanning standard to the computer’s
display rate, for example, 66 Hz.
Thus, in today’s NTSC world, even
though the 59.94 field/sec interlaced
scanning format is always used for
transmission, other frame rates and
scanning formats are often used for
origination and display.

Transmission Efficiency for
Different Image Sources

All six of the advanced television
(ATV) systems scheduled for testing
by the Advanced Television Test
Center (ATTC) in Washington, D.C.,
use one or more frame stores in both
the transmitter and receiver. This
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allows the characteristics of the
source, channel, and display to be
decoupled. Different transmission
frame rates can be used for images
with different origination -frame rates.
This can significantly improve the
transmission efficiency. A simple
way of considering the transmission
efficiency is to use three-dimensional
plots. The vertical dimension of the
plot gives the number of lines per
image, the horizontal spatial dimen-
sion of the plot gives the number of
pixels per line, and the temporal
dimension of the plot gives the num-
ber of images per second.

Figure 3 shows an alias-free spa-
tiotemporal volume for an NTSC
luminance signal.5 There are approxi-
mately 485 active lines/frame. The
4.2-MHz bandwidth corresponds to
about 440 pixels/line, disregarding the

Figure 4. PAL origination and NTSC transmission.

Kell effect.6 The field rate is about 60
Hz. The triangularly shaped volume
shown in Fig. 3 is one of several pos-
sible alias-free volumes for interlaced
signals.”? The size of the enclosed
volume is directly related to the trans-
mission bandwidth.

. The output of an NTSC video cam-
era matches the NTSC transmission
bandwidth. However, the standards-
converted output of a PAL camera
does not match the NTSC transmis-
sion bandwidth, shown in Fig. 4.
Only the cross-shaded areas common
to both volumes make it to the receiv-
er. NTSC transmission limits the ver-
tical and horizontal resolution of the
PAL image, shown in the vertically
shaded regions. It also provides addi-
tional temporal resolution, shown in
the horizontally shaded regions,
which is not used. This means that
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Figure 5. Motion-picture origination and NTSC transmission.

24 Hz
Progressive

6 Hz
Graphics

59.94 Hz
Low resolution

59.94 Hz 29.97 Hz
Progressive Progressive
59.84 Hz
Interlaced

Figure 7. Source-adaptive frame rates and resolution levels.

part of the valuable transmission
bandwidth is wasted.

Figure 5 shows roughly the vol-
umes for motion-picture film origina-
tion and NTSC transmission. Film
does not have lines or pixels, of
course. For illustration purposes, Fig.
5 uses the 35mm Academy aperture
scanning parameters from a high-res-
olution electronic intermediate system
for motion-picture film.2 The NTSC
channel severely restricts the vertical
and horizontal limiting resolution that
can be transmitted from film-originat-
ed images. NTSC also provides
unused temporal resolution, which is
wasted when transmitting 24
frame/sec film.

Note that the limiting spatial reso-
lution of typical images scanned from
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35mm motion-picture film is not nec-
essarily equal to the film spatial scan-
ning parameters (Fig. 5). Rather, the
scanning parameters set an upper
bound on the limiting resolution.
This is also true of the scanning para-
meters for a video camera. The limit-
ing spatial resolution of any image-
capture system is affected by many
factors, including the modulation
transfer functions of the camera lens
and the film or image sensor.%10

Source-Adaptive Encoding
Parameters

The design of a digital HDTV sys-
tem presents many alternatives.. The
conventional approach is to make the
transmission system support only a
single, fixed format with a set frame

Figure 6. Motion-picture origination and HDTV transmission.

rate and a set number of lines per
frame. All sources are then translated
to this format before transmission.
Figure 6 shows the volumes for film
origination and a 1050-line, 59.94
field/sec, 2:1 interlaced HDTV trans-
mission format. Compared to NTSC,
an HDTV system can send a much
higher-resolution film image in the
same 6-MHz channel, because of
compression. However, motion-pic-
ture film still has greater spatial reso-
lution and lower temporal resolution
than the HDTV standard, so a signifi-
cant part of the transmission band-
width is used inefficiently.

Moving to an all-digital HDTV
transmission standard provides an
opportunity to reexamine key system
attributes. The flexibility inherent in
digital systems makes it easy to adapt
the transmission format to the image
source. This is critically important,
because it allows the transmission
bandwidth to be used as efficiently as
possible for all sources. It also allows
the system to be compatible with
future origination sources, such as
1050-line progressive scan video
cameras. Such high-line-rate, pro-
gressive scan cameras are not techni-
cally feasible at the present time,!!
but may be available by the time
HDTYV receivers achieve significant
penetration in the consumer market.

Using source-adaptive encoding, an
HDTV system can be designed to
support a small number of different
source frame rates and sampling
structures. Some options, shown in
Fig. 7, include progressive scanning
modes at 24 frames/sec, as well as
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higher frame rates such as 29.97 Hz
and 59.94 Hz. Other possibilities
include a 2000-line low frame rate
graphics mode, and an “NTSC reso-
lution” interlaced scanning mode.
For modes with small volumes, such
as the 24-Hz film mode and the
NTSC resolution mode, multiple pro-
grams might be accommodated in a
single 6-MHz TV channel. The mode
is indicated by a source ID code trans-
mitted once per frame.

The Kodak Photo CD System!2
provides a useful model of how
source-adaptive HDTV might accom-
modate multiple resolution levels in a
hierarchical format. In the Photo CD
system, still-format film images are
scanned using 2048 lines/picture
height (ph) and stored on a compact
disc. The format includes many reso-
lution levels, shown in Fig. 8, to
allow rapid access for various appli-
cations. For HDTV, a three-level
approach, including a BASE level
providing NTSC resolution, a 4-
BASE level providing HDTV resolu-
tion, and a 16-BASE level for super-
high-resolution stills and graphics
may be appropriate. For compatibili-
ty with NTSC, the BASE level could
use 485 lines/ph.

The picture aspect ratio is a key
source parameter. NTSC has a fixed
aspect ratio of 4 units wide by 3 units
high. When a widescreen movie is
shown in its original aspect ratio, a
black letterbox is added to the top and
bottom of the picture. Transmitting
these black bars obviously wastes
bandwidth. In conventional HDTV,
the transmission format also has a
fixed aspect ratio, which is 16:9.
When 4:3 images, from upconverted
NTSC or classic movies, are transmit-
ted in their original aspect ratio, black
sidebars must now be added. This
again wastes substantial bandwidth.
Using source-adaptive encoding, only
the actual image information needs to
be transmitted, The source ID indi-
cates which aspect ratio is being used,
and the black bars are added by the
receiver.

Another important source parameter
is the color mode. Many classic
movies and early TV shows were pro-
duced in black and white. Without
source-adaptive encoding, an HDTV
system wastes bandwidth by sending
zero-level color-difference signals for
these programs. With source- adaptive
encoding, a single bit is transmitted to
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Figure 8. Kodak Photo CD System resolution hierarchy.
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Figure 10. Original frame of simulated motion sequence.
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Figure 12. Motion vectors and residual image blocks.

Figure. 13. Enlarged view of residual image blocks: (a) significant change; (b) little change.
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indicate that the image is black and
white. It is not necessary to tfansmit
the color-difference signals, and the
additional bandwidth can be used to
improve the quality of the program by
reducing coding artifacts.

All-Digital HDTV Transmission
Systems

Of the six proposed ATV systems
shown in Fig. 9, four use all-digital
transmission.13-16 These four systems
use very similar image-compression
technigues, which can be more easily
understood using simple photographic
illustrations. Figure 10 shows a
cropped section from one frame of a
simulated motion sequence, where the
camera is zooming in while panning
to the right. The four compression
systems compute the differences
between blocks of the current frame,
shown inside the white grid overlay in
Fig. 11, and spatially shifted blocks
from the previous frame.

The shift directions and magnitudes
of each block, known as motion vec-
tors, are shown as arrows in Fig 12.
The motion vectors describe the aver-
age motion that occurred within each
block of the image during the time
between the current frame and the
previous frame. The strange-looking
image within the white grid in Fig. 12
shows the difference between the
blocks of the current image frame and
the shifted blocks of the previous
(delayed) frame. This difference
image is called the “residual.” The
residual is compressed, using the dis-
crete cosine transform (DCT) or mul-
tiscale subband filters, and transmit-
ted to the receiver along with the
motion vectors.

Figure 13 shows the residuals from
two different blocks. In Fig. 13a the
motion vector and residual is large,
because there was a significant
change in this part of the image from
one frame to the next. The block in
Fig. 13b shows that when there is lit-
tle change, the residual is small.
More bits of data are needed to code
the larger residuals, of course. Since
the data rate of the TV channel is lim-
ited, images with many large residu-
als must be coarsely quantized. This
causes artifacts in the decoded image.

HDTYV Systems Using Source-
Adaptive Encoding

Figures 14 and 15 compare a digi-
tal HDTV transmission system, both
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Figure 14. HDTV transmission without source-adaptive encoding.
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Figure 15. HDTV transmission using source-adaptive encoding.
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Figure 16. HDTV production and transmission using source-adaptive encoding.
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with and without source-adaptive
encoding, from origination through
display. For source material, consider
the black-and-white movie,
Casablanca, which was shot in a 4:3
aspect ratio, at 24 frames/sec. First
consider Fig. 14, which does not use
source-adaptive encoding. The film
is transferred on a telecine, which
converts it to a 59.94 frame/sec rate
using 3:2 pulldown, so that the odd
film frames are repeated three times
and the even film frames are repeated
twice.

At the transmitter, the film images
are coded no differently than if they
came from a video camera. This
means that three difference images
are used to code a single even film
frame, and two difference images are
used for each odd film frame. When
multiple residual frames are used to
code the same film frame, a signifi-
cant fraction of the transmitted bits
are wasted. The first residual, from
the new real film frame, contains
most of the energy and therefore pos-
sible artifacts. The image improves
over the next one or two residual
frames. However, there is much
redundancy in using multiple motion
vectors and multiple coded residuals
for each film frame. Because the sys-
tem assumes a 16:9 aspect ratio color
image, additional bits are wasted
sending black sidebars and color-dif-
ference signals, which contain no
meaningful information. These are
small but not necessarily zero-level
signals, since they may include ana-
log noise from the post-production
process.

Figure 15 shows a digital HDTV
system with source-adaptive encod-
ing. The 24 frame/sec film is again
transferred on a telecine using 3:2
pulldown, to provide a 59.94-Hz
frame rate. In addition, origination-
source ID data bits, provided in a
manner similar to SMPTE time code
data, indicate real film frames, the 4.3
aspect ratio, and black and white. At
the transmitter, only the differences
between the real film frames, identi-
fied by the origination source ID, are
computed. Now, 2.5 times as many
bits are available for coding each
residual frame. This allows the image
to be transmitted with fewer artifacts.
On the other hand, the extra bits could
instead be used to transmit a higher-
resolution image, expand the cover-
age area, or perhaps transmit multiple
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Figure 17. Brief 24 frame/sec motion film sequence: (a) first original frame; (b) last original frame.

Figure 18. First frame of sequence: (a) first compressed frame using source-adaptive encoding, (b) first compressed frame without source-
adaptive encoding.

programs in one 6-MHz channel.
Since the origination-source ID also
indicates the aspect ratio and color
mode, the sidebars and color-differ-
ence signals are not transmitted. In
the receiver, each film frame is dis-
played multiple times, to prevent
flicker. This requires a digital frame
memory in the receiver. Since the
four systems all use receivers with at
least one full frame memory, per-
forming the 3:2 pulldown in the
receiver adds essentially no cost.

The main differences between the
four all-digital HDTV transmission
systems are the choice of studio stan-
dards and the details of the algorithms
used to calculate the motion vectors,
code the residuals, and transmit the
digital data. These systems can easily
and inexpensively incorporate the
source-adaptive processing described.
In fact, source-adaptive frame-rate
features are included in the Digicipher
system!3 and the ATVA Progressive
system.!4 The Digital Spectrum
Compatible Systems!S includes a spe-
cial film mode used for 24 and 30
frame/sec source material, while
maintaining a 60 frame/sec transmis-
sion frame rate. A modified buffer
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control algorithm is used to allocate
more data bits to the quantizers used
to code the residuals corresponding to
real film frames and fewer data bits to
the repeated frames.

Source-adaptive encoding can be
used in HDTV production as well as
transmission, as shown in Fig. 16.
Here, the film is transferred on a
telecine and recorded using a 24-Hz
frame rate. This obviously reduces the
amount of videotape needed. The rest
of the system is the same as described
earlier in reference to Fig. 15.

Source-Adaptive Encoding
Simulation

Figures 17a and 17b show the first
and last frames of a brief 24 frame/sec
film sequence, with roughly 720 lines
by 1280 pixels. This original
sequence was processed by John
Apostolopoulos at MIT to simulate
the MIT ATVA Progressive system,
both with and without source-adap-
tive encoding.

Figures 18a and 18b show the first
frame of the sequence, after compres-
sion. Figure 18a uses source-adaptive
encoding, while Fig. 18b does not.
To demonstrate the quality differ-

ences clearly, compression to 0.16
bits/pixel was used. This bit rate
allows two programs to fit into one 6-
MHz TV channel. Notice the block-
ing artifacts in Fig. 18b. The artifacts
are very pronounced, because this is
the first frame following a scene
change. Figures 19a and 19b show
the last frame of the sequence, after
compression. Figure 19a uses source-~
adaptive encoding and Fig. 19b does
not. The differences here are much
smaller, because the frame-to-frame
differences in the sequence are rela-
tively small.

Receiver Implementation of
Source-Adaptive HDTV
Features

One key consideration in deciding
which source-adaptive features to
incorporate into an HDTV transmis-
sion standard is the cost of the addi-
tional receiver circuitry needed to
implement the feature. Since even the
lowest-cost HDTV receivers must be
designed to obtain viewable images
from all standardized source formats,
the cost of the additional circuitry
must be minimal. The cost of an
HDTV receiver depends primarily on

SMPTE Journal, October 1992



adaptive encoding.

the cost of the CRT display and the
frame memory, and the cost differ-
ences between the four all-digital sys-
tems are relatively small.l7 Adding
some source-adaptive features, such
as the source-adaptive aspect ratio
and source-adaptive color mode,
require only minor changes in the
receiver control circuitry in order to
provide the proper black borders and
the zero level color-difference signals.
The source-adaptive frame rate con-
version circuitry can utilize the same
full frame memory included in the
receivers of the four all-digital sys-
tems, although the memory control
circuit may be slightly more complex,
since the memory must now operate
at various input frame rates. The
number of allowable frame rates and
aspect ratios has little impact on the
receiver cost.

High-end source-adaptive HDTV
receivers may include additional pro-
cessing to provide improved picture
quality. For example, the use of 3:2
pulldown to perform 24 Hz-to-60 Hz
conversion in the telecine, as shown
in Fig. 14, or in a source-adaptive
receiver, as shown in Figs. 15 and 16,
can cause motion judder. Motion-
compensated frame-rate conversion
can eliminate motion judder. Such
processing is normally prohibitively
expensive in a receiver because of the
computations needed to calculate
motion vectors. In the all-digital
HDTYV systems, the expensive trans-
mitter has already calculated the
motion vectors and sent them to the
receiver.

In top-of-the-line receivers, these
same vectors can be reused for
frame-rate conversion. The simple
algorithm shown in Fig. 20 performs
24 Hz-to-60 Hz motion-compensated
frame-rate conversion. The receiver
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Figure 19. Last frame of sequence: (a) last compressed frame using source-adaptive encoding; (b} last compressed frame without source-

decodes and displays film frame 1,
using the motion vectors sent with
each residual block to perform the
normal decoding process. But rather
than discarding the motion vectors
and repeating film frame 1 for the
next two video frames, it displays
slightly shifted versions of film
frame 1. Each block within film
frame 1 is shifted by an amount
equal to the scaled motion vector for
that block. The scale factors are
multiples of 0.4, in order to provide
the proper temporal alignment of the
film frames, which have a frame rate
equal to 40% of the video display
rate. Instead of a 60-Hz display rate,
some high-end sets could use a high-
er rate, such as 72 Hz, to more com-
pletely eliminate flicker.!8 In these
receivers, the transmitted motion
vectors would be used to upconvert
video camera sources, as well as film
sources.

The cost of the additional receiver

circuitry needed to implement source-
adaptive resolution depends on the
number of resolution levels allowed,
and on how the different resolution
levels are mapped to the display
screen. If the standard allows the
transmitted image to use an arbitrary
number of lines or pixels to represent
a full screen image, the decimation/-
interpolation circuitry required in the
receiver will be quite complex.

The required processing can be
greatly simplified by using a limited
number of resolution levels that are
binary multiples of the base resolu-
tion. The base resolution could equal
the number of active scanning lines in
the NTSC standard. The decimation
or interpolation could then be accom-
plished by truncating or zero-padding
the high-order DCT or subband coef-
ficients that represent the residual
image. This should require only
minor modifications to the DCT or
subband decoder in the receiver. Of
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Figure 20 . Motion-compensated frame-rate conversion in HDTV receiver.
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course, high-end HDTV receivers
could utilize more sophisticated inter-
polation techniques. If the resolution
of the transmitted image, for example
using the graphics mode, was greater
than the addressable display resolu-
tion, the receiver would simply dis-
play the image at the lower-resolution
level provided by the display. Thus
all HDTV receivers could display an
image transmitted in this mode, but
only the top-of-the-line HDTV
receivers would allow the full resolu-
tion of the graphics mode image to be
displayed, or perhaps printed.

Source-Adaptive Processing for
NTSC

In another extension of this con-
cept, source-adaptive processing can
improve images from today’s NTSC
format. Current IDTV receivers use
field stores for interlace to progres-
sive scan conversion, luminance/-
chrominance (Y/C) separation, and
noise reduction (Fig. 21). The pro-
cessing is imperfect, however, since
the receiver normally cannot tell if
differences between adjacent lines of
an image frame comprised of two
interlaced fields are due to motion,
or to vertical details. When still
images with significant vertical
detail are processed using algorithms
optimized for motion images, such as
those based on median filtering, the
IDTV processing can sometimes
increase the interline flicker instead
of eliminating it. However, for still
video graphics or Photo CD still
images, the source could tell the
receiver when repeated frames occur,
using vertical interval codes.

All new receivers will soon include
circuitry to decode the line 21 closed-
captioning data. This same circuitry
could also be used to decode origina-
tion-source ID data placed in the ver-
tical interval, (Fig. 22). The source-
adaptive IDTV receiver can perform
perfect progressive scan conversion,
using the circuitry shown in Fig. 23.
This circuit is identical to a standard
interlace-to-progressive scan conver-
sion circuit currently used in IDTV
receivers, except for the multiplexer
that follows the median filter. When
repeat frame images are detected, the
median filter used for the missing line
interpolation of motion images is
bypassed, since the values from the
field store are identical to the values
of the missing lines. Cross color and
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dot crawl can be totally eliminated
from repeat frame images using the
circuitry shown in Fig. 24, since a
frame-rate comb filter provides per-
fect chrominance separation for still
images. Improved noise reduction for
repeat frame images can be accom-
plished by using well-known IR fil-
tering techniques!¥ and switching to a
larger feedback coefficient when
repeat frame images are detected.

For motion-picture film sources,
the source 1D would identify the real
film frames. This enables perfect pro-
gressive scan conversion, using a full
frame store in the receiver.202! It also
allows improved NTSC decoding,
since every fifth video field is a
repeated field from the same film
frame, and thus contains no motion.2!
The aspect-ratio ID allows widescreen
receivers to automatically switch to
full-height mode for letterbox movies.
Techniques based on recognizing real
film frames following film-to-video
conversion via 3:2 pulldown have
also been used to provide improved
NTSC-to-PAL conversion of film-
originated programs,?2 and improved
EDTYV transmission of film images
via the “Fukinuki hole.”2

Origination-Source ID Data

In order to make source-adaptive
encoding more efficient to imple-
ment, origination-source ID data
should be incorporated into the video
signal during post-production. Key
parameters include the frame rate,
interlace or progressive scanning,
repeated frames, real film frames,

SMPTE Journal, October 1992

resolution level or active line count,
aspect ratio, and color mode. In

order to be useful, this data must be

properly passed through all produc-
tion stages and arrive at the receiver.
It must incorporate adequate error
protection, and should be compact
and extensible to allow for future
growth. Work on a number of relat-
ed standards is going on within the
SMPTE Working Group on
Headers/Descriptors (P18.01), the
SMPTE Ad Hoc Group on Video
Index (P18.41), and the EIA TV
Data Systems standards group. These
groups are the logical place to con-
sider original-source 1D standards

Conclusion

North America will soon be mak-
ing a decision on adopting an HDTV
transmission standard that will take it
into the 21st century. The prospects
of an all-digital system, with its abili-
ty to deliver high-quality television to
the home, hold great promise. Such a
system must use the spectrum as effi-
ciently as possible in order to maxi-
mize the image quality. To that end,
source-adaptive encoding is a simple
yet tremendously important idea that
should be an integral part of any
HDTYV system is adopted. Source-
adaptive encoding can be incorporat-
ed into any of the digital HDTV sys-
tems scheduled to be tested by the
ATTC and can also be used in IDTV
receivers. For this to happen, the
required source-adaptive parameters
and the origination-source [D format
must be standardized.
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Abstract—A 1024 x 1024 pixel, interline charge-coupled de-
vice (IL CCD) image sensor has been developed that incorpo-
rates antiblooming and electronic exposure control while elim-
inating lag and obtaining a high responsivity. The novel features
of this device include a noninterlaced, or progressive-scan ar-
chitecture and dual-horizental registers that can be used to
clock out the image area by one or two lines at a time. These
features make it well suited for applications demanding high-
resolution-image capture from a single, high-speed scan.

I. INTRODUCTION

LTHOUGH several megapixel image sensors have

been developed recently to satisfy high-definition tele-
vision’s (HDTV) resolution requirements [1]-[3], they are
not ideally suited for high-resolution, robotic vision and
other electronic camera applications. Their interlaced ar-
chitecture results in a 50% loss of resolution in systems
that must capture an image in a single scan. Also, the
problem of eliminating image lag, while providing anti-
blooming and electronic-exposure control needs further
investigation.

Antiblooming and electronic exposure control are two
very important and desirable features of a solid-state im-
age sensor for both consumer and industrial applications.
Although antiblooming is an absolute necessity in uncon-
trolled lighting situations, it is also often required in en-
vironments with controlled illumination. In robotic vision
applications, for example, specular reflections from sharp,
metallic surfaces may cause blooming, which can degrade
or completely destroy the image’s integrity. It is also
highly desirable to incorporate electronic shuttering in an
electronic camera, from a long-term reliability stand-
point, so that its mechanical counterpart can be elimi-
nated.

Although it is very important to provide these features,
other performance aspects of the device, such as low lag,
low smear, and high responsivity, must not be compro-
mised. These two features have been incorporated in a
1.0-Mpixel IL CCD image sensor with a noninterlaced
scan whose pixel structure also provides low smear, no
image lag, and high responsivity. The device’s pixels

Manuscript received August 10, 1990; revised November 19, 1990.
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measure 9 X 9 um’, and the resulting chip size is ap-
proximately 10 X 10 mm?.

II. Basic DEVICE ARCHITECTURE AND DESIGN

A functional block diagram of the device is shown in
Fig. 1, and the pixel architecture is shown in Fig. 2. The
device is designed using an IL, two-phase (2¢), buried-
channel CCD process. Double polysilicon and metalliza-
tion layers are employed. The flat p-well and overlaying
n-type layer, as shown in Fig. 2, are formed by implant-
ing boron and then phosphorus into the 30-Q - cm
n-epitaxial layer. This light p-well implant is also used as
the p tub for the horizontal CCD’s (HCCD). The n well,
however, is only used in the image area. To form the ver-
tical CCD’s (VCCD) and transfer gates, the n well is
compensated for underneath these areas by a heavier bo-
ron, p-stripe implant. After the VCCD’s are formed using
a shallow arsenic buried-channel implant, the top p™ layer
within the photodetectors is implanted with a shallow bo-
ron implant, in a self-aligned manner. An additional
phosphorus implant is added to the detectors just prior to
this implant to adjust their empty-channel potential.

These resulting p*-n-p-n~ photodetector elements op-
erate in a fully depleted mode. That is, the n layer sand-
wiched between the p* and uniform p layers is fully de-
pleted. Therefore, charge from the photodiodes can be
completely transferred to the VCCD thereby eliminating
image lag [3] as seen with conventional n-p photodiodes
[4], [5] and overlaying amorphous silicon photoconduc-
tors [1]. The uniform, p-type layer eliminates barriers be-
tween the center of the photodiode and transfer gate,
which can also cause lag, as seen with other structures
[2], and as reported here. The image area consists of a
total of 1024 X 1024 pixels with 10 dark-reference pixels
at the beginning of each line. Use of 2& VCCD’s makes
it possible to obtain a noninterlaced scan with only 9 X 9
um? pixels. The 1.2-um channel stops and a 3.2-um-wide
2® VCCD result in a photodiode-to-pixel-area ratio of
29% (the photodiode’s optical aperture was designed at
20%). The 3.2-um-wide 2& VCCD has 1.2-um-long bar-
rier regions and 3.3-um-long storage regions, resulting in
a measured charge capacity of 50 000 e~. The dynamic
range of the VCCD’s is greater than 60 dB. The charge
capacity of the photodiode depends on how much anti-

0018-9383/91/0500-0981$01.00 © 1991 IEEE
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blooming protection is required, and is adjusted by the
bias applied to the substrate.

III. HorizoNTAL CCD’s

The dual 2& HCCD design can be used for parallel
readout of two complete lines of signal charge at data rates
up to 30 frames /s. This high-speed HCCD readout ( fiyccp
= 20 MHz) is accomplished by forming these HCCD’s
in the same light p-well regions used to create the flat p
layer in the image area as mentioned above. This results
in large fringing fields that aid in charge transport. Also,
since each HCCD has enough pixels to contain a full line
of information from the image area, a single-channel
readout mode can also be used if desired. A separate
transfer gate between the HCCD registers as used in other
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Fig. 3. Planar view and timing of 4-to-B HCCD transfer.

designs [6], [7], has been eliminated. Therefore, only
three clocks are required to operate both HCCD’s. The
layout of this region and timing for A-to-B register trans-
fer are shown in Fig. 3. The layout of this HCCD transfer
region was carefully constructed to eliminate transfer
noise that could be caused by barriers introduced by nar-
row-channel effects. This was accomplished without the
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need for a third level of polysilicon as used by others [6],
[7], thereby simplifying the process. The cross section
shown in Fig. 4 illustrates how the A-to-B register transfer
is achieved. At time 71, V2 is high and holds charge
packet Q1 while ®H14 and $H1B are also held high ready
for transfer. Then, at time 12, ®V2 goes low, transferring
charge packet Q1 into ®H1A4. Next at 13, ®V2 goes high
again to receive charge packet Q2 from the next line of
the image area. Also at this time, 13, $HIiA goes low
thereby transferring Q1 into the B register’s ®H1B. Then
at 14, $H1A goes high and $12 goes low to transfer charge
packet Q2 into the A register's ®H1A. Subsequently,
$H1A and $HI1B are clocked in unison to read out these
two lines. Since they are clocked in unison, the barrier
region, TFB, at the leading edge of ®H1B maintains the
separation of charge packets Q1 and Q2. Single register
readout is accomplished by starting the HCCD readout
between times 2 and ¢3, and by leaving ®V1 and $V2 in
their high and low states, respectively.

The charge capacity of each HCCD is twice that of the
VCCD’s so that 2 X 1 charge aggregation can be per-
formed if desirable in either the dual- or single-line read-
out mode of operation.

IV. OuTPUT STRUCTURES

The output structure consists of two independent, float-
ing diffusion amplifiers, one for each HCCD. An opti-
mized, two-stage, source-follower configuration is used
for each of the output buffers for low-noise, high-speed
performance while minimizing signal attenuation. Reduc-
ing signal attenuation is important in reducing the off-chip
system noise as it is referred back to the floating diffusion
by one over the gain, i.e., by 1/4,. The first-stage load
transistor’s gate is zero biased to reduce the pin out and
more importantly, to eliminate the noise introduced from
this node. The second-stage current loads are off chip to
reduce on-chip power dissipation.

This electrometer’s design incorporates buried-chan-
nel, LDD-like FET’s for the reset gate, output gate, and
source-follower transistors to increase its voltage respon-
sivity and reduce noise as previously reported {8]. The
LDD/LDS reset FET has the same channel implant used
for the storage regions of the CCD’s. The LDD output
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gate and source-follower FET’s receive the CCD trans-
fer-, or barrier-region implants. In addition, the source-
follower’s FET’s are formed in light p-well, and heavy
p-stripe-implanted areas. Although this reduces the am-
plifier’s gain somewhat due to the increased body effect,
it is necessary to prevent vertical punchthrough to the sub-
strate. ]

The measured input-referred voltage responsivity of
these electrometers is over 14 uV /e”. The thermal-noise
voltage of these buried-channel (BCH) FET’s was found
to be comparable to that of surface-channel (SCH) FET’s

- since their transconductances (g,,) were equal. This is be-

cause the reduced gate-to-channel capacitance of these
BCH FET’s is compensated by their higher channel mo-
bility. Hence, using the BCH FET’s results in a lower
level of 1 /fand thermal input-referred noise in terms of
electrons rms. The input-referred noise spectral density of
these amplifiers is shown in Fig. 5. Without correlated
double sampling, but excluding the reset ATC noise, the
input-referred noise of these amplifiers is only 10 e™ rms.

The low-input capacitance of these BCH LDD FET’s
also increases the bandwidth of the two-stage buffers for
high-speed operation. To further enhance the bandwidth
of these amplifiers, the source-follower’s drive FET’s
have conventionally aligned n™-source implants to reduce
the series resistance in the source (Rg) as shown in Fig.
6. Hence the source-follower’s output resistance (Royt)
given by

Rour = A,(1/8, + Ry) 0Y)

is reduced. Although this seif-aligned implant also in-
creases the gate-to-source overlap capacitance (Cggp ), its
affect on the overall input capacitance (Cyy) of the source-
follower configuration is negligible since this term adds
very little to the total gate-to-source capacitance (Cgs).
Also, Cgg is multiplied by the factor (1 — A, ) due to the
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(b)

Fig. 6. Cross-sectional view of output amplifier’s buried-channel, LDD
drive transistors with self-aligned source implants. (a) Conventional sur-
face-channel MOSFET with self-aligned-to-gate n* source and drains. (b)
Buried-channel LDD MOSFET with self-aligned-to-gate n™ source.

Miller effect which further reduces the effect of Cggp on
Cy~ as given by

Cn =~ (1 ~ A,) 3 WL(Chx)esr + WCls0l

+ Cgp + WCgpo- 2

Measurement of the two-stage source-follower’s fre-
quency response shows that the —3-dB bandwidth of these
buffers is over 60 MHz with a 10-pF load. This is suffi-
cient for HCCD operation at speeds up to 20 MHz.

V. ANTIBLOOMING AND PHOTORESPONSE

An antiblooming or overflow barrier is formed beneath
the photodiodes [9] in the thin p-type layer that lies on
top of the n-type epitaxial layer as shown in Fig. 2. By
creating this overflow point deep within the silicon, the
detector’s quantum efficiency (») is increased since

7N = T(M[1 ~ exp (—a(Nx,)] 3

where T(\) is the transmittance of the detector’s overlay-
ers, a(\) is the absorption coefficient of silicon, and x,, is
the distance of this overflow point from the Si-SiO, in-
terface. Since the absorption coefficient of silicon de-
creases for the longer wavelengths in the visible spec-
trum, the quantum efficiency is reduced in this region.
This is because the carriers generated below the overflow
point will be lost into the n-type substrate. Fig. 7 shows
the measured quantum efficiency versus wavelength of this
deep, uniform well structure compared to that of another
device structure shown in Fig. 8 with a laterally diffused
p-well VOD structure [9]. This VOD structure is seen to
have a much shallower overflow point resulting in a lower
quantum efficiency at longer wavelengths. For white light
when integrated over a wavelength band of 400 < A <
700 nm, and using a fill factor of 20%, the new pixel
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structure’s responsivity is determined to be 290
ke™ /uJ /ecm?, or roughly 50 nA /uW for the entire chip.
This is over 50% higher than that of the laterally diffused
p-well structure. In addition to a deeper overflow point,
the flat p-well structure of this device results in a larger
effective area of the photodiode. Measurements on de-
vices with the laterally diffused p-well structure show that
the center region of the photodiode is most sensitive to
light. This can also be seen from electrostatic modeling
of the structures. For devices with the laterally diffused
p-well structure, most of the carriers generated near the
edges of the photodiode are swept into the substrate since
the overflow point is much shallower there. The depth of
the overflow point for the new device with the flat p-well
structure is much more uniform over the entire photodiode
region. That is, the new structure has a much larger col-
lection volume than that of the old type VOD structure.

Microlenticular arrays {10] have been built on these de-
vices as outlined by Weiss [11], [12]. These anamorphic,
or pillow-shaped lenses effectively increase the fill factor
to over 60%. This increases the sensitivity of the device
to over 150 nA /uW. Fig. 9 shows the measured quantum
efficiency of a device with and without these lenses. From
this figure, it can be seen that the average gain of the lens
is over 3.0. Also, the gain is seen to be slightly less at
shorter wavelengths due to some transmission loss within
the lens-forming material.
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The photoresponse nonuniformity of a device with a
lens array was measured and compared to that of the same
device after removing the array. These measurements in-
dicate that the gain uniformity of the lens array is at least
less than that of the detector array itself.

Other important performance considerations that are af-
fected by the antiblooming structure such as photores-
ponse linearity, dynamic range, and antiblooming protec-
tion can be shown to be directly related to this structure’s
nonideality factor n and that a small value for this param-
eter is desirable [13]. The measured nonideality factor of
this structure, as shown in Fig. 10, was found to be about
n = 1.8 at a substrate voltage of Vqyg = 10 V. This com-
pares favorably with other VOD pixel structures we have
reported in the past [14], and is in good agreement with
the modeling results of n = 2.0 at Vg = 10 V. Fig. 11
shows the measured photoresponse of this device from
which it can be seen that this VOD structure exhibits a
sharp turn-on. There is a tradeoff between the antibloom-
ing protection provided and charge capacity of the pho-
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todiode [13]. By increasing the substrate bias the diode’s
capacity is decreased, and antiblooming protection in-
creases.

VI. IMAGE LAG AND SMEAR

As can be seen in Fig. 2, the VCCD’s are formed in a
heavy, p-well stripe. This structure reduces smear by
forming an electrostatic barrier between the detectors and
VCCD’s. The junction formed by the uniform, flat p-layer
and n-type epitaxial layer also reduces smear by the same
mechanism. In addition to reducing smear, the heavy
p-well stripe serves to reduce well bounce problems (viz.,
image shading) and provide good VOD control. The smear
of this device has been measured at =0.1% with 100 lines
(10% of the total image height) illuminated. This smear
level is primarily due to light piping underneath the
VCCD’s aluminum light shields. This was further im-
proved by reducing the dielectric thickness underneath
these light shields using a refractory metal process [15].
In this case, a smear signal of only 0.02% has been mea-
sured.

As previously mentioned, the detector elements of this
device are capable of operating in a fully depleted mode,
thereby eliminating lag [3] and photodiode reset, or kTCpp
noise. However, to completely deplete the n layer it is
necessary to eliminate any potential barriers that may ex-
ist between the photodiode storage element and the pho-
todiode-to-VCCD transfer gate. These barriers may be in-
troduced in this structure if the heavy p-well stripe that is
formed under the VCCD’s diffuses laterally into the pho-
todiode area. Therefore, process modeling and device
simulation are required to eliminate these barriers by care-
ful positioning of the well stripe’s mask edge. These bar-
riers may also be caused in part by the p* and n-type diode
implants [16]. Fig. 12 shows the measured first-field de-
cay lag as a percentage of full well versus the photodiode-
to-VCCD barrier height. As can be seen from this figure,
lag-free operation is obtained as the barrier height goes to
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zero. The barrier height versus transfer-gate voltage
shown in this figure was measured on a specially designed
test structure. From this test structure, the potential of a
fully depleted diode was measured at 3.2 V. It was also
determined that a transfer-gate voltage of 3.0 V was re-
quired for the channel potential of this region to reach the
empty-diode potential of 3.2 V. That is, a gate voltage of
3.0 V would be required to read out the photodiode in the
absence of any barriers. Therefore, it can be seen from
Fig. 12 that only about 1.5 V of overdrive on the transfer
gate is required to substantially minimize any barriers and
eliminate lag for this particular device.

VII. ELECTRONIC EXxPOSURE CONTROL

Electronic exposure control is employed by pulsing the
n-type substrate to a sufficiently large voltage so as to pull
down the overflow barrer via two-dimensional effects, as
illustrated in Fig. 13. This will cause any charge in the
photodiode to be swept out into the substrate, and hence
the detector is reset to the empty diode potential. After
this point, the substrate potential is returned to its normal
level, and charge integration can begin. Fig. 14 shows the
measured charge capacity as a percent of full-well versus
substrate bias Vg for two different n-well implant doses.
Note that the heavier n-well dose results in a reduction in
the substrate bias required to pull down the barrier to the
substrate. This is because this barrier height is reduced at
the higher dose.

This type of electronic-shuttering mode can be achieved
since a complete charge transfer is possible from the p*-
n-p-~ VOD detector structure. Devices with a conven-
tional n*-p-n~ VOD structure cannot be electronically
shuttered in this manner since the reset potential of the
photodiode would differ between reset into the substrate
and reset through the transfer gate, resulting in a large
amount of pattern noise. Shutter speeds of 1/2000 of a
second have been achieved using this method.
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VIII. IMAGE QUALITY

Figs. 15 and 16 show reproductions of a high-definition
television resolution chart taken by the sensor. Fig. 16 is
a magnified portion of the center region of Fig. 15. Note
that no blooming is noticed around the shiny, coaxial ca-
ble connector placed in the scene as would typically be
seen for a device without an antiblooming structure. The
low level of crosstalk afforded by the p-well VOD struc-
ture not only reduces smear, but enhances the resolution,
or MTF, of the device as well. We have also observed
that the use of the microlens arrays further improves res-
olution by cutting crosstalk, and helps to reduce aliasing
by improving the fill factor. The dark-current noise for
these devices is very low. Although these devices typi-
cally have photodiode dark-current densities of about 100
pA /em? at 40°C, we have fabricated devices with values
as low as 50 pA/cm’ at this chip temperature. (The
VCCD dark current can be reduced to similar levels or
lower, by running the device in the accumulation mode
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Fig. 15. Reproduced high-definition television resolution chart,

Fig. 16. Enlarged portion of Fig. 15 to show detail.

{17], [18].) This results in excelient image quality since
when operating at 30 frames/s the total dark noise is dom-
inated by the on-chip amplifier noise and other system
noise components.

TABLE 1
SENSOR PERFORMANCE SUMMARY
Parameter Value Comments

Image area 1020 x 1024 pixels  noninterlaced, including
dark reference

Pixel size § X 9 um®

Charge capacity 50000 e” VCCD's

Max dynamic range >60 dB VCCD’s

Sensitivity 870 ke™ /uJ /em® w/ulens; 400 <\ <
700 nm

Charge-to-voltage >14 puV/je” input referred

conversion

Image smear 0.02% 10% image height
illuminated

Image lag none

30 frames/s; fycco = 20
MHz

Max data rate >30(10°) pixels/s

IX. ConcLusions

The incorporation of an antiblooming structure and
electronic-exposure control into a 1-Mpixel IL CCD im-
age sensor has been achieved without sacrificing other im-
portant device characteristics such as lag, smear, photo-
response linearity, and sensitivity. The progressive-scan
architecture of this device offers the same resolution in an
electronic-camera application as that of a 2-million ele-
ment, interlaced device. Table I gives a summary of the
performance characteristics of the device.
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Abstract

A single-chip, color, high-definition television (HDTV)
image sensor with only two polysilicon levels and WSiy
strapping of the vertical CCD bas been developed. The sensor
has square pixels and a vertical-stripe color filter pattem for
simplified image processing.

Introduction

High-resolution, single-chip color image sensors operating at
video frame rates are needed for several applications including
high-definition television (HDTV), microscopy, and medical
imaging. Because of increased pixel count and pixel readout
rate, HDTV semsors have become increasingly complex. For
example, three polysilicon levels are needed on full resolution
intertine (1), frame intedine transfer (2), and frame transfer (3)
HDTV sensors. This paper describes the architecture,
operation, and characterization of an HDTV sensor with only
two polysilicon levels, that uses the lightshield metal to
speed up the vertical gates. A vertical-stripe color filter array
enables the use of a2 more simplified image processing scheme
than a previously reported (4) HDTV single-chip color sensor.

Basic Device Architecture

The block diagram for the device is shown in Fig. 1. The
interlaced, interline transfer sensor has 1920 (H) x 1080 (V)
optically active, square pixels with a pixel size of 7.3 pm x
7.3 yum. The optically active area of 14.0 mm x 7.9 mm has
a16:9aspectratiooompltible wih a 17 optical format. This
architecture is comsistent with the "common image format”
(CIF) (5), ptwidus square pixels to simplify image
processing for commerciat and goverssent applications. Fig.
2 shows the pixel architecture. The pixels consist of a
"pinned” p+apn photodetector (6) for vertical blooming
protection and no lag. The vertical CCD is constructed with a
buricd channgl, two-phase design. The two-phase CCD
cnables the use of only one CCD gate per pixel. The barrier
length for the vertical CCD is 1.2 pm, leaving 6.1 pm for
the storage region. To maintain charge capacity with this
small pixel, the isolation in the horizontal direction is defined

wlhlumlnhogmphy ‘The resaltant VCCD charge capacity
is 80,000 electrons.

WSiy Lightshield and VCCD Strap

A 0.6-um-thick WSix film is used for lightshield (7) for
several reasons. WSix withstands the high temperature

required for reflow of borophosphorsilicate glass (BPSG).
Therefore, the WSix lightshield can be placed very close to
the vertical gate to reduce smear, and BPSG is reflowed over
the lightshield to improve topography for metallization, Only
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Fig. 1 Block diagram of the device.
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a 250-nm oxide layer separates the polysilicon gate from the
lightshield. The etched WSiy edge is less ragged than that of
aluminum, resulting in less fixed pattern neise. WSix is
also less reflective than aluminum, further reducing smear.
The low resistivity of refractory metals and their silicides
provide excellent conductors to strap the VCCD gates (3,8).
Contact holes (1.4 um) between the vertical gates and the
lightshield are used to speed up the VCCD. The silicide film
is deposited with excess silicon, and no silicide spiking occurs
into the gate. Therefore, unlike aluminum strapping (2)
where an additional polysilicon layer is used to prevent local
work function differences due to aluminum spiking, no
additional polysilicon layer is needed. The n+ polysilicon to
WSix contact resistance through the hole is 30 obms. The
resultant RC time constant for vertical clocks is well below 1
ps. Fig. 3 shows a cross-sectional SEM of a pixel with the
silicide lightshield and the contact to the vertical polysilicon
gate.

Horizontal CCDs and Output Structures

The aschitecture of the dual HCCDs enables the readout of one
horizontal line in two parallel CCDs, each capable of
operating over 38 MHz. Therefore, data rates of up to 76.5
MHz, required for thie CIF, can be obtained. The HCCD
design is shown in Fig. 4, and the timing and charge transport
are depicted in Fig. 5. For each line, charge from odd
columns is transferred to an output using the A register, and
charge from even columns is transferred to an output using
the B register. Complete transfer of one line from the last
vertical gate to the two HCCDs takes place during the
horizontal retrace time, as follows. After one full line is
transferred to the A register, all gates of the A register are
simultaneously tumed off, transferring charge in H1A to H1B,
while maintaining the charge in H2A. The charge capacity of
cach gate in this two-phase CCD is designed (based on two-
dimensional process and device modeling) to hold more than
100,000 electrons with the gate in accumulation, i.e, at its
low level. Then H1B is tumed off, transferring its charge to
H2B. Charge transfer to the B register is performed through

Fig. 3. Cross-sectional SEM showing the WSiy contact to a polysilicon
gate.

one pbase of the A register without the use of a separate
transfer gate. Therefore, this design simplifies the fabrication
process, since a separate transfer gate often uses a third level
of polysilicon (1,2). Careful three-dimensional device
modeling based on two-dimensional process modeling was
used to ensure that no potontial pockets exist in the design.
Monte Carlo modeling, along with the three-dimensional
channel potential results, were used w evaluate the time for
transfer of charge to the B register. Modeling results indicate
complete transfer in less than 100 ns. Similar Monte Carlo
modeling for transfer along the A register, from H1A to H2A,
was dome (o ensure that no charge was trapped in the lower
region of H1A., Chamnnel potential contours snd the
simulation of the last electron's travel from the lower left
comer of H1A to H2A is shown in Fig. 6. Results show that
while the charge diffuses in the low field region of H1A fera
short time, the time for traveling to H2A is much shorter
than the horizontal clock period. Experimental results
indicate complete charge transfer from thé A to the B register
in less than 2.2 us, and very good charge transfer efficieacy
along the HCCD.

AISIIL

Fig. 4. Design for the dual HCCDs.
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Fig. 5. Timing and operation of the A to B HCCD transfer.

A gate that combines a poly 1 storage region with a poly 2
barrier region is used on the A register near the output
structure to switch the last gate from poly 2 to poly 1. This
enables the two output gates to be formed of the same poly
level so that the two output structures are better matched.

Two matched floating diffusion amplifiers (one for each
HCCD) are used to sense the charge. Each sense amplifier
embodies a separate three-stage, source-follower output buffer.
These output structures use buried-channel, LDD FETSs for the
reset gate, output gate, and first-stage, source-follower
transistors for higher responsivity and lower noise, similar to
those reported in (6). The voltage responsivity of the output
structure (including the three-stage source-follower) is 8
nV/e-. The measured bandwidth of the source-followers is
over 148 MHz with a 10 pF load.

e & i
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® | ®

Pig. 6. Three-dimensional modeling result for transfer slong the A
register. (s) Contour plot of charnel poteatial. (b) Single electron’s path
for drift only (solid line), and for drift and thermal diffusion (dotted line).

Color Filter and Microlenticular Arrays

Red, green, and blue color filters are fabricated on the sensor
to obtain full color information from asingle chip. The
vertical-stripe color filter array is designed so that all green
information is tramsferred to the B register, and red and blue
information is read out from the A register, as shown in Fig.
1. Color image processing is thesefore simplified bocause
color separation is easily performed. In addition, laminance
and chrominance signals are sensed and buffered by separaie
output amplifiers to avoid amplifier gain mismatch problems.
An integral microlenticular array is used to increase the
sensitivity by a factor of 2.5.

Imaging Characteristics

The measured photoresponse curve is shown Fig. 7. The
sensor's output is linear with light level until the relatively
sharp turn-on of the vertical overflow drain. Dynamic range
for the sensor is 63 dB. The "pinmed” photodetector
incorporates a vertical overflow drain for blooming protection

. F A A Il G | A
0 1 ] 4 8 . 7
Humination (ARB)
Fig. 7. Measured photoresponse for the sensor.
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Fig. 8. Measured spectral response curves for the HDTV image sensor.

of at least 300 times the photodiode capacity. This
photodetector structure also is lag-free with only a 1.5 V
overdrive of the transfer gate (6). The silicide lightshield is
quite effective at reducing the smear. Smear is only -77 dB
for the color seasor. The spectral response curves are shown
in Fig 8. Good sensitivity and color separation are obtained.
Color images captured by the sensor at 30 frames/s show very
good color rendition, indicating excellent transfer from the A
to the B register, and along the HCCDs. An image of a
black-and-white resolution target captured at 30 frames/s by
the color sensor and displayed on a color HDTV monitor is
shown in Fig. 9.

Conclusions

A single-chip, color, 2-megapixel, interline-transfer HDTV
sensor has been demonstrated. The sensor is designed with
square pixels and a vertical-stripe color filter array to simplify
signal processing. In addition, the sensor uses WSiy
strapping of vertical clocks and dual HCCDs with only two
polysilicon layers.
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Product Specifications Preliminary

KODAK KAI2090CM Image Sensor
Megapixel interline

Description

The Kodak KAI-2090CM is a single-
chip color, high-definition television
(HDTV) image sensor. This interlaced
charge-coupled device (CCD) operates
at video frame rates. It has square
pixels and vertical-stripe color filter
array for easier image processing. The
photosensitive area has a 16:9 aspect
ratio and is consistent with the
“Common Image Format” (CIF).
Applications for the device include
HDTV, microscopy, and medical
imaging.

Parameter Value Parameter Value

All parameters above are specified at T=40°C

EFFECTIVE DATE: JULY 1, 1993

SOLID STATE IMAGE SENSORS




Defect Classifications

Point Defects

- Class Major Minor Cluster Defects Total

Column Defects Total
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Major Defective Pixel—A pixel
whose signal deviates by more
than 25 mV from the mean value
of all active pixels under dark
field condition or by more than
15% from the mean value of all
active pixels under uniform illumi-
nation at 80% of saturation.

Minor Defective Pixel—A pixel
whose signal deviates by more
than 8 mV from the mean value
of all active pixels under dark
field condition.

Point Defect-—An isolated defec-
tive pixel.

Cluster Defect—A group of 2 to 6
contiguous major defective pixels.

Column/Row Defect—A group
of more than 6 contiguous major
defective pixels along a single
column or row.

Notes:

1. No row defects are allowed.

2. No chroma column defects are
allowed.

Test Conditions

Junction Temperature T = 40°C
Integration Time (tinp = 33msec
Readout Time {treadout) = 33msec

The world leader in imaging
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Progressive scan must be available on EVERY future
television receiver so that the National Information
Infrastructure can be built on the merger of digital
television and digital computing.

Interlace does not give sufficient vertical resolution
for NII usage. Hard-edge graphics and text need
full vertical resolution with a flicker-free display. -
Interlace broadcast will result in unacceptable -
flicker on low-end receivers because progressive
scan will not be mandated in these receivers.

Literacy and math skills are at stake. The NII is the
key to the educational and life-long learning
of the 21st century. We have unsuccessfuly
struggled with bringing computers and television
for over 20 years, largely because of
interlaced NTSC standards.

We are in a post-literate age. Without progressive
scan as the lowest common denominator, it will be
an illiterate age as well.



