
4.7 TestiDI 0'. two-ny cIa••DeI .odel

In this retelfCh, the performance of the two-ray Rayleiab chumel moclel for both
urban and suburbia ueu is evaluated UIina the foDowina panmeters listed in Table 4.2.
Also the magnitude and phase response of a simulated two-ray Rayleigh channel for
vehicle speed in ranging ftom 10 kmIhr to 80 kmIhr are illustrated in Figures 4.4-4.7

Table 4.2 Simulated channel pll'lJllders

Urban

Carrier Freq: 915 MHz
00: 5 dB
1': 5 -7 JIS
Vehide Speed: 10 - 80 kmIhr
""-Ner Shift: 9 - 68 Hz

Suburban

Carrier Freq: 915 MHz
00: 5 dB
1': 7 - 11 JIS
Vebide Speed: 10 - 80 kmIhr
"'--lee Shift: 9 - 68 Hz
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4.8 SiJDulated lYItem model

In this I'eIIII'Ch, we employed a DSISS IOftware limuIator developed by the Mobile
and Portable 1lIdio~ Group (MPIlG) to evaluate the effects ofRF propaption on
the performance ofDSlSS AVM systems for different mobile enviromnentI. In order to
iJIuItrate the efFects ofmultipath propaption with realistic channel coding and interleiving
we have modeled the CIIldidate system after the well-studied IS-95 ltaDdard for cellular
telephone. Because this syIteI1l has a relatively narrow 1.25 MHz blDdwidth, it serves to
illustrate the effects of multipath on spread-spectrum systems with relatively narrow
bandwidth.

A block cfiaanm of the system model used in the simulation is shown in Fipre 4.8 .
The system parameters oftrIDIceiver used in the simulated models are also listed in Table
4.3.

Table 4.3 Sitmtlated panmeter& oftr8nIceiver

Modulation Type
Source Data
Data Rate
CbipRate
FEe coding
Block Interleaving
Processing Gain
Pulse Shaping
RAKE Receiver
Number ofUsers
EblNo

28

QPSK
RaDdom
1200 - 9600 bps
1.2288Mcps
Convolutional, r=112, K=9
24 x 16 array
128 or 21 dB
Raise Cosine Filter (FIR)
3
20
10 dB
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Figure 4.8 Block diagram ofthe simulated CDMA systems.
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".9 SimuiadoD ....1tI

In this section, we pre.eDt the results of our simulatioDS. The system described in

Section 4.8 wu simlWttect usiDa the two-ray chime! model discussed in Sections 4.6. and

4.7. for urban and IUburban enviroDments. The efrecta ofDoppler shift on BEll and FER

(Frame Error Rate) are evaluated at IIYC'I1 different vehicle speeds. The resuIta ofBEll

and FER for both urban and IUburban lIaS are shown in Figure 4.9 and 4.10 respectively.
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Figure 4.9 BElland FEll venus vehicle speed for EblNo = 10 dB and 20 users.
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Figure 4.10 BER and FER versus vehicle speed for EblNo = 10 dB and 20 users.

4.10 Conclusion

Statistical two-ray channel impulse responses with time delays of 't = 5 - 7 J.Ls and 't

= 11-16 J.Ls for urban and suburban areas respectively were used in the simulation. The
results shown Figure 4.9 and Figure 4.10 suggest that BER and FER decrease as vehicle
speed increases. The reason for this is because the interleaver used in the simulated model
can successfully break up burst errors caused by Doppler shift and multipath so that errors
tend to occur independently. This makes channel increases the effectiveness of the
channel coding. For the model employed, the computed BER and FER for the suburban
area are slightly greater than those for the urban area.
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In order raolve all Ddtipath componeID, ayIteIIl bandwidth must exceed the
coherence bandwidth ofthe cbIIInel [Lee89,Dix84]. Resolution ofall significant mu1tipath
components requires • S)'IteIIl bandwidth of 10 MHz. Beyond 10 MHz, there is no
significant improvement. In the range of 1 MHz to 10 MHz, wider bandwidth will result
in some modest improvements in mu1tipath I'fjection [Seh93]. The simulation results
prelellted here indicate that with proper system design, even relatively narrowband spread­
spectrum systems can exhibit robust performance over a wide range ofehannel conditions.
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! LiDlitatiODS of Practical RF Systems

Set Allalytil or .oaIbearitiel witltill "'er

An IIDpIifier may have non-liDear chIract.-iItics wbich are a IipificInt IOUI'ce of
erron in aome COIbIDUIIicatiODI systems. WheD the iIIput sipal is IIDIII, only a sma1I part
of the traDICOnduetlDce curve is UJed and ampIi6cItion takes place over In aImoIt linear
arc of the curve. However, when the Iipal is .... and varies over a broad ranp, the
operation is DO longer linear. Such a non-Iinearity reaalts in the distortion of the output
wavefonn, caJled harmonic distortion. The output waveform can be expressed u

y(t)=~ +~COI(CDt)+~COI(2att)+AI,COI(3eDt)+ •••• , (S.I)

where ~ is the amplitude of the fiJDd.mentIJ component of the output wave, and
~,M" ~ are the amplitudes of the IeCODd, third, and fourth bIrmonic, respectively.

In the proposals filed with the FCC, IOIIle companies advocate the allocation of two
sub-bands within the ISM band, at 904-912 MHz and 918-926 MHz. Since the
corresponding CDMA carrier frequencies are 908 MHz and 922 MHz, the input signal can
be represented u

(S.2)

After amplification, the output aipal can be repreMDted by its harmonic components:

(S.3)

.rI' I' I' I' ]
y,(t)=M17+1-+7COS2tDjt+1-cos2to,t+ljl,cos(tDj +tD,)t+ljl,cos(tDj-DJ,)t

(S.4)

In the above expressions, y.(t) is just the amplified input IipaI, while Y2(t) and Y3(t) are
the bIrmonic and intermoduIation products. Harmonic components offtequency fa and h
occur at 2J., 2h, 3J., 3h etc. The first harmonic terms are !.COS2m1t+!tCOS2CD2t.2 2

33



In the output IipaI, IUlDS and dift'erences of hlrmonics of ft and h can be ft - h,
ft +h, 2ft - h, 2h - J;, etc. TheIe tmDI are CIIed intermoduIation distortion. The
output terms 1!2CD1(CD1 +CD2)t+I!2C01(m1-CD2)t are CIIIed the second order
iDtmnoduIation products and the output terms with the form

3M/t12 [!COI(2CD1+CD2)t+!COI(2cD1 -CD 2)t] are called the third order intermodulation
2 2 2

products. Spectral uaIysis ofthe output sipal indicates that:

• The desired fimd...... 1iInal output power is ex: I.,
• The second order intermocluIation output is ac ~ ,
• The third order intermodulation output is ac ~.

For ft=9OIMHz, h =922MHz there are no harmonic components faDing into the 902­
926 MHz ISM band.

Some other propoIIIs Il1o .... FCC to allocate the ISM band into four bands,
which are 904 - 908 MHz (Band A), 908 - 912 MHz (Band B), 918 - 922 MHz (Band e),
ancl922 - 926 MHz (Band D). The canie' hcplellCies oftbole bands will be 906,910,
920,924 MHz, respectively. For theBe carrier hquencies, it is impossible for any second
or fourth order intermocIuIatio c:ompoaBI to appear in 902 - 928 MHz ISM band. It is
po_ole that some third order intennocIulatio c:ompoaBI may exist in the ISM band.
They are 2h -ft=914MHz and 2l - h = 916MHz. However, third order intermodulation
components will only CIIIIe iDterference in 912 - 916 MHz and 914 - 918 MHz frequency
banda. Fortunately, theIe intermodulation products &ll outside the four proposed
ftequency bands.

AccorctiDa to the Ibo¥e ...,., for both IIlocation~ there will not be any
second or third intermocIuIatio diJtortion present in the operatina fi'equency bands. In
other words, non-liMIr amplification sbouId not pose significant problems with the
proposed AVM frequency allocations.

!.2. Spectram Iharia.

CDMA is a moduJIbon and multiple ICcesI scheme baled on spread speetrum
teebniques. Unlike hqueIIcy division IDIltiple acceu (FDMA) in which aipals are
assigned narrow band hqueIIcy l1ots, and time divUion multiple ICCfJII (lDMA) in which
IisnaIs are assiped specific time l1ots, CDMA Ii..... are modulated with a pseudo­
random binary sequence which spreads the lip eneIJY over the a wideband. This
teebnique allows a ... IUIIber of CDMA IipeIs to IbIre the 1liiie spectrum, as
dilculsed in Section 3. The lipall are IIpII'ated It the receiver UIina a comIator which
multiplies the incomina ..... by • time-ayncbroIUed replica of the spreadinl code. This
removes the spreading codes &om the received sipal and rejects other CDMA signals.
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The capacity and overall quality of a CDMA I)'Item II'e maximiud throuah the use of
power control. Link quality is maintainecI and iJUference to other users is minimized by
controUin8 the transmit power of each mobile station RIch that each sipal urives at the
cell site with the minimum required signal-to-noile ratio. To achieve this, two types of
power control can be uaed: open loop and doted loop. Open loop power control is
primariJ.y UJed by the mobile station (MS). The purpose of open loop power control is to
provide rapid traDImit power adjustment ICCOI'diaa to cbanps in received power ft'om the
bale station. The MS transmit power is adjusted directly UIiDg estimates of the received
signal strength.

Closed-loop power control is performed by the base station (BS). The BS measures
the received % ft'om each mobile and commaads the mobile tnDsmitter to adjust its

power accordina to a tlnIbold, which it depend_ upon the hme error rate (PB1l) of
the link. The purpoee ofdoled-loop power comrol is to pnMde corrections to the open
loop estimates in order to mai~n the optimal traDID1it power for a desired FEll.

The desip of 1pNId-1peCtrUm networb requires methods that ditrer dramatically
from the desip ofnarrowband Detworks. One of the key &cton is that the poaraphical
distnDution ofusen has an influence on the coveraae and capacity of CDMA. No matter
which AVM system is used, power control for each user is important for maximizing
system capacity.

Ifthere is more than one system usina the same fi'equency band, it would be extremely
diflicult to have adequate power controlamona users &om displl'lte systems. Without
aood power control, the overall system capacity suft'en from severe depadation. Abo,
ditrerent systems would need to coordinate the spreading sequences which are wiped to
each user. Therefore, tbaring the same frequency band does not appear to be practical.

An alternative is to place AVM systems in adjacent bands. It is possible to locate the
main lobe of one system's spectrum over a lidelobe of a second system's spectrum. This
would allow efficient spectrum usage and mitipte the interference between systems. To
realize a partial overlay system, spectrI1 IhapiDs techniques would be employed to
minimize the sidelobe effects on the adjacent channels.

u. Sidelobe efl'ect eItiBIatio.

A general RF path loss model for the mobile to base station link: is shown below:

L,=147.5 -201oghA +401ogd: (5.6)

where ha,~ represent the heights ofthe transmit and receive antennas, d is the distance in
miles, and Lp is the path loss is dB.
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In an urbIn enviromNllt, the covetIF radius ofa ceIlllite JDiaht be around 1-3 miles.
Consider the cue in which a mobile unit operata ftom the eel. of the coverap resion
aDd at the lime time ..... mobile UDit from 14.... system is operatiDa c10Ie to the
bile station antenna. Obviously, the bile ltation will receive a JUaher power level from
the nearby sipal than 10m the distlm Iipal. For iDItInce, if one UIeI' is transmittina
from 3 miles away IDd a u.- from another JyItem is transmittina from 0.3 miles away and
with equal sipal power, tile IlOIl-system UI«'S lIipal wiD domme the received signal
Accordina to the :RF prnpeptiOllloss model, the sipll strength difFerence at base station
antenna could be u much u 40 dB.

In a rural area, a cell site UIUIIly bu 5-1 miles tiDe ofliFt coverage. In a worst cue
1CeDlri0, a nearby mobile unit miaht be 0.5 mil. away from bate stations, and a distant
mobile unit might be 7.5 miles away. Thus, the lipal strensth dift"erence could be u high
u47dB.

5.4. Spectral tlterial

AI propoMd by COIIIpIIIieI, the ISM bIIId coukl be allocated into four 4 MHz
1Ub-bancIs. However, this may nUt in the IidIIobea ofone ay.-1eIkina into adjacent
cbaImelI and ClUIiDa IdjIcent cbumel iaterfInDce. The uaIItered power spectral
denlities ofBPSIC ad QPSK consist ofa main lobe IDd a aeries ofside lobes.

In order to reduce the etreets of the licIe1obeI, the modulated Iipal should be filtered
to minimize the sicWobe before traDImiuion. Some filtering techniques can reduce eIlqy
in the sidelobea ofBPSX and QPSK dramatically, to u low u -35 dB. However, in order
.to avoid significant diItortion of the maiDIobe or costly filters, filtering should reduce
sidelobe encqy to -25 dB. FIJlIfeS 5.1 and 5.2 compare the power spectrum between the
oriJinal CDMA Ii.... and the filtered CDMA sipal. A DS-SS signal with a 4 MHz
bandwidth is repreeented in complex bIIebaDd form. Fisure 5.1 shows the power
spectrum ofoziainal CDMA Iipal, while Fapre 5.2 Ibowa the power spectrum ofCDMA
sipIl after filtering. The peak ofsidelobe ofthe filtered signal is approximately -24 dB
down from the peak ofIDIinIobe signal.
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Although spectrallblpiDa IIten can JfI8dy reduce the lIideIobe eIIeI'IY. they may also
iDtroduce distortion.~•• hi.... order ftlter is UMd for minimima the distortion.
However, in this cue the dittortion CIIIIed by spectral shaping ftIteriD& is limited to a
small portion of spectrum that are c10Ie to edp of bad. Some interfermce rejection
tedmiques, such as the Tlllle-Depenclent-Adapti:ve-Fdter (TDAF'), have • tipificant
interference mitiption capability. The theoretic=-l bIcqrouDd aDd performance of the
mAF is shown in the nest cbIpter. Sb"..latioa,.wu shows that a COMA sipal
distorted by spectral shaping filtering can be improved by using mAF processing.
Therefore, a high order or expensive filter is not necessary to perform the spectral shaping.

!.! Sammary

According to our IDIIyIiI. nonIinearities within amplifiers IbouId have little impact on
ISM band AVM system ..... ifhquency bands are allocated properly For ISM band
spread-spectrum AVM systems. direct overlay of different AVM systems in the same
ftequency band relies OIl power coatroI amoaa all uteri. HoweYer, coordiDated power
control between cIi1ferem syItemI does DOt IIeIIl pnctical. On the other band. it may be
feasible to locate the mainIobe of one AVM IyItem over a sidelobe of a second system.
For partial overtay systems, spectral shaping fi1terina i. required before transmission to
reduce adjacent cbannel~. AJtbouah spectral _pins could introduce
distortion into a lpAlId..spectrum sipal. the lIiaaal can be recovered by using advanced
DSP techniques, such as mAF procasing, CODSidered in the next section.
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6 IBterfereace Rejection Tedmiques for AVM Systems

Spreld-lpectrum .,.... pnIIIIt a dIIIIenaiDI IIIYiroIuMnt for mt.ference
mitiptioD. In addition to the trIditionIl IOUI'ces of mt.ference such u noise and
IIIJItipath., CDMA .,.... adfer &om iDterftreDce attributed to other u-. of the laDle

ftequency baDd. '1biI .... ICCeII a.rer-=e IeYfftJIy limits the capacity and spectral
eftlciency of CDMA .,....., u diIcuIl.d in pnMoua aectioDI AdcIitioIlll1y, AVM
I)'ItemI in the ISM bDd IIIUIt combat mt.ference from dillimiJar moduIItion formats. If
interference n;ection it primIriIy obtIined by the proc:eaiDa pin of the sprad-spectrum
modulation, then the .,... capacity it COIIItnined by the available proc:eaiDa pin. The
curreat pa.ention of COMA systems employs ainP ItIp correlation roceiven that
correlate the rec:eMd IipI1 with a .,.ehroaized copy of the desired Jipal's ..dina
code. Greater channel capacity for CDMA can be achieved by using mt.ference rejection
techniques.

If after ..... the spectrum of the undIrtyiDa iDformadon over the muimum
baDcIwidth aVliJlble to the .,..., the ...atiDa interfennce n;ection capability is still not
Jarae enouab to IUfIlIciw'Iy ltteaUate any uHllind Iipal, Idditional tecbniques for
iDterCerence removal _ be employed. Notch fUten Ire one popular teeImique for
DIlTOW-band iIIterIlInIIce rejection. Two tedmi..- have receMd the most interest. The
first technique is to ute a tipped delay to hnp.... either a oae-lided prediction-error
filter (Weiner liter) u d••cribed in [Dt78], or a two-liclecl tut.. The ratiODl1efor the use
of the Weiner predictioD liter for 1IIITOW-baM mt.ference suppression is the following.
The incomina waveform to the sprad spectrum receiver co.... of the desired Ipread
spectrum sipal, tt.mal noiIe, IIld the DII'I'OW-baDd iDterference. Since both the DS/SS
sipa1 and the thermIl DOiIe Ire wide-bIDd proceIIII, their future values cannot be readily
predicted from their put wIues. On the other hand, future values of the DaITOw-band
interference procell, CIIl "ed be predicted &om put values. Hence, the current value,
once predicted, can be lIIbtrIcted from the incomina lipal, leaviDa a waveform comprised
prinuuily ofthe DSISS ....., and the thermal noiIe. The lime peral philosophy holds
for the two-sided trIDIYerIa1 tut., except DOW the estimate of the present value of the
iDterCerence is bued upon both past and tbture values, and the improvement in system
performance alluded to above is due to the use ofboth to estimate the present.

Another nurow-bad iDterference n;ection technique is tnDIform domain processing
(TOP), u dacribed in [Milll]. This tec:bnique uses a tapped delay line to take the
Fourier Transform in real time. The tapped delay line is typically implemented with a
IUr&ce acoustic wave (SAW) device with. A DOtch filter is implemented by Fourier
trIDIformina the received waveform, usina In on-off switch to perform the notehina
operation, and then inverse tnnsfonning the signal.
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Both teelmiques can ute tapped delay-line impIementaticms, and both can be made
Idaptive. In the former 1Cheme, the syJtem CIIl be made Idaptive by using a tapped delay
line with variable tap weiabD. These tap weial* can be Idapted, for example, by using
the well-known ........1qUaI'e (LMS) aJaoritbm. In the latter tecbDique, an envelope
detector in CUCIde with a tbreshold-croaiDa iadic:Itor can be UJed to determine the.
location of the DIlTOw-band interference, and adjust the position of the notch (or notcheS)
to suppress the interference.

ODe pneraI problem UIOCiated with the actual impIeInBation ofeither ofthese two
I)'IteIIII is that of dynImic ranp. Since thete systemI are intended to operate in large
interference environments, the range of input levels that SAW devices can handle is
crucial.

It appears that IICh oftt.e .....bu ita own .. ofadvat... and ctiIIdvantaps
for specific scenario.. For aample, CODIicler the Iimple example ofa line wave interferer
at a known ftequency. Whereas; the estimation-type filter can, ifdesired, put a zero at the
hquency of the line wave and hence nuB it out completely, this complete nul1ina is
typically not possible for the IDP receiver. Becaule the input to the IDP receiver is
windowed in time before it is Fourier trIDIformecI, lideIobes are immediately put on the
interference spectrum, aDd even an infiDiteIy deep notch over some appropriate hction of
the bandwidth of the lI)'UD will not completely efiminate the interference. However, the
IDP system CIIl be IDIde Idaptive on a MIlly -iDItaatIfteouI- bail, without the need for
an Idaptive alaorithm with its atteDcIant converaence problema. As a result, the IDP
receiver bas an advantIae over the receiver employina an estimation filter in thole cues
where npid adaptivity is required.

6.1.2 Iaterrereace reJectioII tedaaiq... lor CDMA

There are two CIteJOries of CDMA interference ,.Iction techniquea. The first
eateaory encomp8SIeI lI.oritIns wbich exploit the cycloltatioaary propertiea of spread­
spectrum sipals. In IDIDY inItaDces, thete llJOrithma relelllble hctionIlly-apaced
equalizers (FSE). The aecond class ofteehaiquea uses multiple stqe correlation receivers
to estimate and subtract the multiple access interference.

Monogiousids, TIfazoIli, and Evans [Mon93] employ a teebaique bued on adaptive
linear fractional apaced equaJimion (LFSE) to adaptiveJy cuceI the multiple access
interference in CDMA systems. The simulation results indicate that the LFSE offers
lipificant gains over the conventional detector, eliminating the near-far problem without
explicit knowledge ofthe interfering spreading sequences.

llapajic and Vucetic (Rap93] describe a fully uyuchronoua Iinale UIef receiv.. for a
CDMA system where the receiver is trained by a known trIiDiDa sequence prior to data
tranamisaion, and is contiDuoualy adjuJted by an Idaptive alaoritbm durins data
transmission. An adaptive, ftactionaIly-spaced LMS filter, instead ofmatched filters with
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coIIItIDt coeJIicients is employed It eICh ....'. receiver. ExpeIimnaI resuIta show that a
considerable improvement in BEll is ICbieYecI with rapect to the conventionallinale-user
receiver. AbjunIunIn, Falco.., and Sheikh [Abj92] preMDt related work on
ftIctioDally-.,.eed DF mini.un ... ICJUared error (MMSE) filters for DS/SS CDMA.
They have demonstrated tIIIt an FSE CIIl be used u a CDMA demoduJator even when
alow fading is present. The IdvantaF oftbia receiver is its simplicity.

Madbow aDd Bonia [MId93] CODIider imerfereDce 1UpJ)fllli0n lICbemea for DSISS
CDMA aystemI UJiDa the MMSE criterion. n-e lICbemea have the virtue of being
lDWIIble to adaptatioa IIId are simple to .......... wbiIe a1IeYiatiD& the near-fir problem
to a Iarp extent. The output is fint puled throuP a filter matched to the chip
wavet'onn and thea It the dIip rate. BecIuIe of the complexity and codicient
noise aaociated with IUCh an adaptive wMn N is Iarp, limper atructures with fewer
adaptive compoaentl haw "-' propol.d. In IICb rMe, II8JItipIe samples per symbol are
combined via a tapped cWay line, where the taps are selected to minimize the mean square
mor.

Holley and Reed [Ilol92] and also AIle aDd Reed [Aue94] show bow ipectral
correlation propeI1iea CIA be apIoited by a time-cIependent Idaptive filter (TDAP) to
provide ipectral CIpICity for COMA UIiDI ~-domain ad time-cIomain filtering
structures. Their I'IIeII'Ch ....... that by uaina mAP proceuina. CDMA systems can
approach the SlIDe lpeCtIal diciency u FDMfIDM systemI wbile maintaining the
advantages ofwide-band modulation and universal fi'equency reuse.

Asynchronous CDMA systems utina diJita1 matched filtering (DMF) reception
teebDiquea der &om poor multiple ICCIII IpICtIal diciency. This is due primarily to
the lower bounds on the ... square croa-correIation levels which exist between the
spreading codes aDocated to each system 1UbICriber. This imerfereDce can be estimated
throuah cbume1 DleIIUI'III*It, and it is thea pouible to resenerate and lUblequently
cancel cross-correladon componentI from individual interfering channels.

Multi-.. correlation receiven, due to VUIDIi and AzbaDs [Var90], are a
promising suboptimallppl'Olda for reduciDa iDterference IDd increuina channel CIpICity.
At each staae, a bank of receiwn demodulates the received sipal. After each
ItIp, the estimated for aD iatelfiwence IOUI'CII are subtrIcted from the received
IipaI, and then demodulltion i. repeated. Tbis procedure can be repeated for III arbitrary
number ofstaps to obtaiD an iterative estimate of the interfeJence. Simulation results for
a simple channel model indicate that only a few stages are necessary to achieve most ofthe
potential performance improvement.

Most work on muItiIeap interCenmce njection teebniques has focused on id""lized
G.n.....n channels IDd IIIUIIles perfect bowledp of each Ulel's power. In order for
multi-stage receivers to perform well on the time-VII)'ina JIIJ1tipath cIwmeIs, it is
necessary to estimate the dwmel characteristics. The use ofa RAKE receiver (or similar
adaptive channel estimator) in a multi-staae algorithm makes this possible. The RAKE

40



eM be used to~ estimate the received data and the channel impulse response
for -=It u.- with no prior information about the cbInne1 conditions. An estimate of the
received silftll fi'om eech user can then be constructed and subtracted from the actual
received signal [Str94].

,.2 Tiale-depeadeat adaptive filter

The Time Dependent Adaptive Fdter (mAP) represents one particularly promisina
altemative to matched filter proc:euina of COMA Iipa1s. For eample, time dependent
filtering is able to mitipte many different forms of interference common to the mobile
channel. Furthermore, time-dependent fiIteriDa requires no prior knowledge of the other
users in the system in order to produce marked increases in user capacity.

'.2.1 neontieal bacIcarotaad .01 time depelideDt "aptive filter

In onl« to realize lIlY benefit from time clepeDdent filteri.n& either the desired sipaI..
or the interfering sipals must exhibit the property of cyclostationarity. Cyc1ostatioDlrity
is a tmIl which is UIed to delIcnbe the repetitive or cyclic nature ofthe statistics associated
with a coJDDJUDieatioDJ aipaI..

A proce8S x(t) is said to be cyclostationary in the wide IeIIIe if its mean and
autocorrelation R.(t,") are periodic with some period, say To. The timeadependent
autocorrelation of x(t) is

(6.1)

The variable t repreIeJIts time, T represents the Jaa, and r. represents the period of the
cyclostationarity and~ is the cycle ftequency. For most diaital modulation schemes, r.
represents the period of a baud or half the period of the carrier. Often, it is useful to
define the set of cycle harmonics which are integrally related to the fundamental

periodicity, 1;, as u = ;., where n is an integer number. Using this notation, the
•

coefticients for the hannonic components of the cyclic autocorrelation function are given
by

(6.2)
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Furthermore, if the r-.e of D npreIeIItI the complete let of harmonics which are
imep'aIIy related to the fimdamental periodicity, then the tot8l autocorrelation may be
expressed in terms ofit'l Fourier series expansion:

•
R.(t, or) =1:R:(or),P-'.- (6.3)

The Fourier trIDIform ofthe cydic lIItoCOn'e1ation is called the cyclic spectrum and is
de&nedas

S;.(f)= rR:.(~;e-j 1f1/rd~.

Similarly, the time dependent spectral density is given as

S1Dl(t,f)= J~(t,~;e-j 1f1/rd~.-

(6.4)

(6.S)

(6.6)

1'beIe cpllJ!fities prcMcIe • ..-lUre of ijNiCbal corraauon betwem fiequeacy
componeIltS in ..... In particular, the cydic ipiCtIal deMity, ~(f), provides •
JIleIaIre of the correlation betwem hqu.cy components at 1-~ and f +~ . This
&ct is molt darly seen by taking the Fourier transform ofa finite window ofdata,

X,,(t,f) = tfX(II;e-j1JPdu,
t-f

and Uling the Hnearity property oftile Fourier transform to rewrite .s:r(f) as

(6.7)

where E(o) = E(X,,(t,1+ ;~(t,f- ;»). In this form, it is dear that the cyclic spectral

density provides a dear measure ofboth the location and degree of spectral correlation in
• cyclostationary process.

6.2.2 Speetral correlatlo. ill dInd........ee .,...d .peetru......tio.

For • direct IIqUlDCe IpI'eId spectrum aystem (DSISS), the input data lipal d(t) is
spread in bandwidth by multiplication with a high rate chip signal c(t). This can be viewed
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(6.8)

(6.9)

(6.10)

u the multiplication of. low-rate cycioltatioDuy process by • hiah-rate cycIostationary
process. There exist three fundamental periodicities in direct sequence spread spectrum
aipals:

• the fundamental chip rate periodicity, T... '

• the fimdameAtal data rate periodicity, T.... ,
• the fundamental code repetition rate periodicity, T.. .

A biah ... of apectll1 correlation can be IdIieved in • DSiSS Iipal by carefUlly
chooIing the reJatiODIbipJ between the tine Imdamental perioctidtiel. Traditionally, the
period of. data buI is cboIen u an iDtepr DJltiple of the chip period. AlthouJh not
required, this choice ..... minimal spectll1 "spI " aDd mgjmum in-beDd power
utilization. SimiIIrly, the code repetition rate can be to provide • hiP .... of
spectrl1 correlation. III &ct, if the code repetition period is dllip=d to be an intepr
multiple of the chip rate period, then the ctesree ofapectll1 correlation is greatly enhanced.

When both the data and code repetition rates are claipeel to be inteplly related to
the chip rate, the IUIIber of fimdameatal periodicities in the DSISS Iipel is reduced to
one. Specifically, ifS is defined u the number ofchips per baud and M is defined u the
number of chips per code sequence repetition, then the fundamental cycle frequencies
become functions ofa single fundamental periodicity, T....

1
<1...=­

T...
1 1

<1....=-=-
T.... ST...

1 1
<1..=-=­

T.. Ml'...

The parameter S is known u the spreadins or proceIIina pin of the DSISS sipal. In
order to best exploit the &peCtll1 correlation ofDSlSS, the data rate and code repetition

rate should be intepaIIy related, - i.e., either the ratio .!. or the ratio M must be an
M S

integer.

6.2.3 T..e cIepeIIcI_t adaptive filter (TDAF) lor CDMA b1ter1ereace rejectioa

The basic approach. ofmAF structlnS is to convert. sinJIe cycIoltationary process
into • collection of spectraI.ly correlated processes. Optimal filtering is then accomplished
tbrouJh the optimal combination of the spectrally correlated processes to estimate each
and every spectral correlation process.

The idea behind the mAF is to minimize the time-averaged difference between a
desired frequency component and a linear combination of correlated frequency
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componeatI. By 8IteriDa correIIted~ components of the conupted input sipal
ad combiDina theIe componeatI appropriately, a better estimate ofthe unconupted Iipal
can be obtained.

Mathematically, this is IeeIl by takina a finite window Fourier transform of the
received data

(6.11)

where T is the window itDIth- Auumina that 1ft uncorrupted version of the transmitted
IipIl, J;.(t,J), is avIiJabIe (i.e., - a trainiDa or desired sipal), the error after filteri.Dg em
be computed u

(6.12)

The objective is to determine the filters Jv.(f) which minimize the mean lQuare error
(MSE):

Tfl
minimize MSE= lim T

J J[6T(t,!J]'dt.
T..... -T/'

(6.13)

In this equation, (I. ",".J the rap of tbDdamental cycle hqueacies available to the
filter. The optimal filter is designed by letting the derivative with respect to Jv.(f) equal
toO:

0= /;", T
J r[6r(t,!J]x;.(t,! - fJ)dt· (6.14)

T..... -"h

When T is allowed to become large, the solution becomes:

~Jv.(J)S: "(f- a.;p)=~(f- ~), (6.15)

where S:-"(f) and .tV- ~) represent finite time IppfOximatiODS of their respective

cyclic IpeCbal denlities. The deIip ofthe lDAP coDliJts ofa bank offiJters Jv.(f), each
ofwhich filters a hquency-Ibifted version ofthe input signal. The output of the mAP is
a sum ofhquency-shifted and filtered signals.

An ideal fteqUlllC)' raponse may require allrp DUmber offtequency shift processins
and filters. Too many pbue lock osciDators and FIR filters could be very inefficient in
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computation. In order to minimize the overaJ1 computational count, the DiIcrete Fourier
Trauform (DFt) can be UMd in place of the phue locked complex oscillators and filters
to achieve the ..IllY hquency traDIIation and filt«ina of the spectIany correlated
components. If the ...... rate is chosen to be • multiple of the chip rate, then an
appropriate DFT size can be chosen to apIoit the spectral correlation. The preferred
structure for the optimal time dependent filter of. DS-SS signals is shown in Figure 6.1..

ll(k) ...,..

DI'T

DI'T

yoo

Figure 6.1 FFI' b-=d optimal Time DepeDdent Adaptive Filter stlUcture
IhowiDa the estimatiOll ofODe output bin

6.2.4 RLS ad.ptaden ef tile TDAF

Least Mean Squares (LMS) adaptation allorithm UIUally nquireI minimal
computation and hardware, however it is often slow to convqe, especially when the
number of weights is larp. Normalized and accelerated LMS allorithms attempt to
decrease the LMS converaence time by adaptinJ the step size. But the improved
CODVeIJence rate is still too slow to track • dynamic mobile cbannel when ipplied to
mAP structures.

Compared to the LMS alaorithm, the Recursive Least Squares (RLS) IIgoritbm is
very attractive due to its fast coDVerJence, relative insensitivity to the eipnvalue spread,
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and lower 1teIdy-ltl&e _1qUIle error. The major drawbacb ofthe RLS aJaoritbm are
its iDcreued computation count and ItO.... requirements. The RLS algorithm can be
utilized for time-deperMIn Ilterina to Idaptively combine spectrally correlated portions of
the signal spectrum in the following maDDer.

The RLS adapt8tioa IIaoridm attempts to minimize the least squares moe between a
desired fi'equeDcy COIIIpOIIIIlt and a linear combiDation of correlated hquency
components. It is ulLlllled that the sample rate ofthe input signal is an inteaer multiple of
the fimdamental code repeat rate. The transformed input vector is then given by

Xk(It)=i'th bin FFT [%(1) %(1-1) ... %(1-N+l»)T. (6.16)

The correlpODdiDg weiPt vectorI will be a row ofa single N)( N matrix:

"-'.. w:. W:,N-I

Jr.'=
~ ~ ~-I

(6.17).

w;-... "'.:-1,1 "'.:-1.N-I

The inverse spectral correlation matrix R;~l ofthe roAP are initialized u

(6.18)

where 11 is cho... u a ... potitive COftItaIlt and I repnsentl the N)( N icleadty matrix.
The elements oftile a priori ftequency-domain output bins are computed in scalar form u

(6.19)

TIle nnge ofn is de&ned to be n e{-l,u} 10 that Xt(f, +«1-1) and Xt(f, +«1.) lie within the
pollible FFI" bins. In IIIItrix form, it can represented u the product of the weight matrix
and the input FFI" bins

(6.20)

In this form. each bin of 1: is funned from a linear combination of all the input bins.
After fonning the priori output estimate, the frequency-domain error vector is computed
u

(6.21)

or in scalar form u
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E,,(fj =J;(fj- y:(fj. (6.22)

The hquency.....n pin vector is thm computed baed on the vector product of
the invene apectlal correlation matrix Ind the current hquency-clomain input vector.
The complete RLS adaptation algorithm for mAP is presented in Table 6.1.

Table 6.1 IU.S adaptatim aJaoritbm for mAP

~l =0·]

It~l = ".]
~(f,)= t I th btn of FFT [r(1') r(1' -1) ... r(1' - N +1)1'

t=~~
E,,=J;-t

Z" =~R;!.l
Q=Z~

1y=-
p+Q

Z,,=Y·It~~
I 1 I -It =-[R;_l-Z"Z,,]

P

w: = w:..l +E"Z:
[;-(1') ,·(1'-1) ;-(1'-N+l)f =JfFrl[i;]

[1"(1') 1"(1'-1) Y(1'-N+l)f =~[w:~]

After convqeace·of the mAP, the output approximates the desired Iipal. At this
staF, I maximum 6kelihood estimate of the cIeIired IipI1 can be obtained from the
output signal. This estiJMte constitutes I non-trainina sequence directed adaptation
criterion for adaptiveJy tradcing changes in the input process.

The I1goritbm for blind adaptation of I time dependent filter is very similar to the
adaptation algorithm when trainina sequences are used. The modification required is to
replace the ideal input y(1') with the estimate of correct symbol .s.. The best estimate of
correct symbol is obtained by making a maximum likelihood estimate based on the filter
output. For binary systems, the valid symbol would be either +lor-I. By UIiDg a best
estimate .s. as the training or desired sequence y(1'), the RLS adaptation algorithm in
Table 6.1 is easily to be modified to form a blind adaptation algorithm.
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