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TPRIA Point of Interconnect Network Design

1 Introduction

This document follows and builds on the 'Third Party Residential Internet Arx:ess
Proposed service Definition" delivered to the CCTA in FebruaJy of 1998. It desaibes the
networK design and implementation of alternative three of the Technical Report on
Alternatives submitted to the CRTC by the CCTA on August 24tJl

, 1998.

This document does not address the business processes necessary to support the TPRIA
product.

2 Definitions

2.1 Definitions

Cable Network Operator (COO)

Owner operator of the CATV dlstnbution network. A CNO or its alfiiate may also operate as
aniSP.

Classless Inter-Domain Routing (CIDR)

CIDR permits allocation of network numbers with the netwofj( mask set at nearly any boundary
within the IP address field. It supersedes the older practice of allocating IP address space only
in dass A, dass B or dass C network blocks. CIDR is now the commonly accepted practice
for IP address allocation.

Customer

An Internet service Provider (IS?) is a customer of the Equal Access service. A eustaner
offers value-added services to its Subscribers.

Data Over Cable System (DOCS)

For the purposes of this document a generic term for the infrastIUcture equipment that
implements two-way packet data services over a CATV c:Istribution network.

Dynamic Host Configuration Protocol (DHCp)

A mecharism.for aDocating IP addresses dynamicaly so that addresses can be reused when
hosts no longerneed them. DHCP Is defined in RFC 1541.

lnambent NelwoI1t (IN) .

The CNO's lriemel aa:ess service offering.
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Internet 8ervice Provider (lSP)

A company (other than the CNO) offering Subscribers access to the Internet and to Internet
value-added services, such as electronic mall, network news, and World Wide Web.

Point of Interconnection (POI)

The physical meeting point between the ISP IP network and the CNO's TPRIA DOCS
access/distribution networX. There Is a POI located within the geographicarea of each RSAN.
Thus, the COO may operate as many POI's as there are RSAN's within its operating territory.

Subscriber

Residential end-user/consumer of Internet access and other services delivered via the CNO's
facilities.

Residential SubscriberAccess Network (RSAN)

The .TPRlA DOCS infrastructure and its directly connected cable plant" within a given
geographic locality. In HFC infrastructures, this is also known as the Primary Fibre-Optic
distribution hub or Head-end, depending on CNO fiber network architecture, and its subsidiary
oo-axial cable plant

3 Service Requirements

The service requirements for this product are doamented in detail in the Third Party
Residential Internet Access Proposed service Definition. This section desa1"bes additionaf
requirements that became apparent during the creation of this document.

3.1 Subscriber addressing

3.1.1 Subscriber domain name

In order that Subscribers are able to accept incoming IP sessions it is necessary that the
domain name assigned to a Subsaiber remain unchanged for the duration of the
SUbscription. even if the Subsaibe(s IP address is changed (see below).

3.1.2 Subscriber IP address

• The Subscribe(s IP address is alocated by the CNO from a pool provided by the
Customer. The Subscriber need not interact with this address.

• In order to avoid interrupting application sessions and In order to intemperate with
current DHCP dient Implementations the Subsaiber's IP address must not change
during the course ofa boot session.

• It must be possible for the CNO to occasIonaIy change the P address assigned to
Customers on one RSAN. Such changes may require a reboot by affected
Subscribers who are using the service at the time orthe change but should otheIwise
be transparent to Subsaibefs.

REVISION: 2



, ,

TEKTON INTERNET ASSOCIATES

4 Design Assumptions and Limitations

4.1 NumberofSubscrl:Jer Pes

This design assumes that each Subsaiber will access the service from just one PC.
Additionally, the PC used to access this selVice wiD be assigned an IP address
dynamicaDy by the CNO. This wiI complcale communication between this PC and any
other PC on the SUbsaibel's LAN.

4.2 DHCP Client Identification

This doament assumes that DHCP dierts (modems and Subsaiber Pes) are identified
by their MAC address and not by a configurable cfient 10, which would also be possible
with DHCP. Each approach has different chalenges - only those associated with using
MAC addresses are addressed in this document.

4.3 Reliance on DHCP

This service relies on the ability of the Subsaiber's PC to function as a DHCP client.
Platforms incapable of doing so are not supported by this service.

. 4A CoUection of BaIg Data

BOling model mebics (IE. a list of the things that trigger charges to the Customer) were not
available as Input to this report. This report therefor does not address the colection of the
information which W11 be used as a basis for bilng. Charges to the Customer may indude
the following:

Customer signup fee

POI connection instaRation fee

POI connection monthly fee

Data backhaul fees

Bandwidth utilization fee

Subscriber instalation fee

Subscribermonthly fee

45 POI Routers NotTnmsit Pollils

Some outbound SUbsaiber Ir8Ificmay be destined for an ISP which is not the one serving
that·Subscriber. to which Is c:onnected to the same POI router. It might seem natural In
that case to pass the traIIc direclIy on to that second ISP raIher than routing I to the
Subsaibe(s ISP.

Supporting this abilly woufd reqIire the CNO to become an N-way connected
autonomous system. with each POI router mairUinIng ful routing tables for al Customers.

REVtSION:2
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It is a non-trMaI task to establish and maintain that abiity. In addition, routing on this scale
requires routers that are substantiany Iargerthan aCNO might otherwise require in many
RSANs.

For these reasons, POI routers are expIiciUy not transit points. This is further discussed in
section 5.4, Routing.

5 Functional Design

In this section we propose a design which meets the requirements set out in the "Third
Party Residential Internet Access Proposed service DefinitionR and in the selVice
Requirements section ofthis document

5.1 Logical Network Design

5.1.1 Overview

The logical network design is detailed in FlQure 5.1.

Each of the components in Figure 5.1 wiD be logically present in the network. however
multiple logical components may be integrated into one physical device. For example, the
CMTS aggregation device may be a fast Bhemet switch connected to multiple disaete
CMTS units. Alternatively, a single piece of equipment may perform aggregation and
CMTS functions for multiple downstream channels.

Subject to capacity of the specific haldware devices installed, an artitrary m.mber d
Customers may be connected to one POI router, an arbitrary number of CMTSs may be
connected to one aggregation device and an arbitrary number of Subsaibers may be
connected to one CMTS.

Where a POI router selVes only one CMTS the two devices may be connected directly to
each otherwithout any intelVening aggregation device.

0 0_

0

• _
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5.1.2 Demarcation Points

There are three functional demarcation points in the logical networK design as denoted in
Figure 5.1:

1. Customer Demarcation Point

2. Subscriber Management Demarcation Point

3. Subsaiber Provisioning Demarcation Point

5.1.2.1 Customer Demarcation Point

The customer deman::atlon~ is the point dosest to the POI at which the Customer wit
actively contjgure, manage and operate their connedIon to the POI. As discussed In
section 5.2.4, the demalcation point is at the POI side c# the teIecommunicaIi fadIitIes.
Thus, the drcul is the Customer's responsibity. ¥He the c:kait termination equipment at
the POI is the CNO responsibiIly.
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TEKTON INTmNET ASSOCIATIS

Each circuit tenninates on either an ATM switch, or the network side of a DSU/CSU, both
of whiCh are directly connected to the POI router. No addlional functionality would be
gained by a customer ro-Iocated router.

5.1.2.2 Subscriber Management Demarcation Point

This is the point at which operational management of the SUbsaiber transitions from the
CND to the Customer. This point is the cable Modem (eM) Shemet interface. The cable
modem is the operational responsibility of the CNO, while the connecting cabling and the
PC itself are the operational responsibirrty of the Customer.

This demarcation point location was selected due to:

• the potential operational impact on the network resulting from CM fTlis.configuration;

• the role of the CM in estabflShing service parameters on a shared data network; and

• the intrinsic role of the CM in the RF network management process.

The cable networX appears to be an Bhemet from the data perspective. In fact, it is a
Frequency Division Mdtiplexed (FDM) Radio Frequency (RF) network, utilizing the Data
over Cable (DOCSIS) RF encoding system, with many active elements such as RF
amplifiers and Amplitude Modulated (AM) lasers throughout the system. AI RF signals are
delivered right up to the eM, and the CM Is configured as to which frequencies to receive
and transmit on. Other RF sections cany management information for the video
distribution system. Should the CM be m&configured, significant operational disruption to
the data and/or video distribution system could resuI. Thus, configuration of the modem
must be the CNO's responsibllyto ensure the Jnteglly ofthe network.

The CM, once configured, establishes and enforces the service parameters delivered to
the Subscriber. To ensure a fair system for each Customer, each Subsaiber of each
Customer must be assured of their service level commitment. and protected from
Subscribers or Customers who would attempt to gain an unfair share of the shared data
network. This behavior would endanger service deliverables and threaten the integrity d
the network itself due to overload and/or misuse. As the CND has final responsibility at the
IP layer to fulfill service level commIments fairly to all third party Customers, it must have
the ability to control the service parameters on a per Subscriber basis.

The CM is an inbinsic component of the CNO operational capability - the -smart jack" of
the cable hybrid fiber-eoaxial (HFC) network. The management demarcation point
selection reflects this critical role of the CM in the CND management process. The CM
permits the CND to detect RF plant problems through the use of embedded spectnm
analyzer features, specialized error counters and RF level infonnation. Without full
management control of the eM, the CNO wit be unable to proactively manage the RF
plant, and it wiD have no recourse available to diagnose and resolve plant problems when
experienced by the Customer and SUbsaiber. . A CM not under the CNO's control
effectively renders the 5ubsa1ber invisible to the CNO. As a result. the eND must have
fuU operaUonaI corUoI ofthe eM.

. 5.1.2.3 5ubsaiber Provisioning Demarcation Point

The SUbscriber provisioring demarcation poUt Is the point·cIosest to the subsaiber at
which the CNO win actively configure equipmeft. ThIs demarcation point Is estabIshed

._._--_...._..._...._------_._---------------------------
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within the Subscribe(s PC, namely at the IP stack configuration. Using the DHCP
protocol, d"1SaJSSed in section 5.6, theSubsaiberPC is provided with basic networ1<: layer
configuration Infonnation. The Customer is responsible for al other configuration of the
Subscriber PC.

It is important to separate the business process of deciding what configuration information
should be communicated to the SUbscriber PC and the technicaf mechanism for delivery
of that Infonnation to the Subsaiber PC. In this document we deal with the technical
mechanism ofde6very only.

The demarcation point was selected due to:

• the need for a single DHCP server administration;

• the need to ensure a unique relationship between IP address and MAC address; and

• the need to coordinate multiple users of IP address space.

Each RSAN must·have one or more DHCP selVers to provide DHCP service. These
DHCP selVers each retum a response to the Subscriber PC query. To ensure that the
same response is returned, there must be coordination between the DHCP seIVers In
some form, either technical or administrative. If there Is no coordination, the system risks
retuming multiple, conflicting answers. As conflictjng answers endanger the operational
integrity of the netwol1t, there must be only one administrative authority for the DHCP
server infrastructure. In partiaJlar, this means that Customers may not provide thei' own
DHCP seIVer Infrastrudure.

Multiple blocks diP address space are typcally used within each RSAN, generally one or
more blocks per Customer. Each IP address must have only one MAC address, and each
MAC address must have only one IP address. VVithout this assurance, Subscribers may
be transitioned from one Customer to another without authorization. A single DHCP
administrator provides the assurance that this win not happen.

As multiple customers are using the RSAN, there may be multiple understandings of
which Customer has what IP address blocks, and which customers are assigned to them.
A single DHCP administrative entity ensures that al parties are treated fairly, that
problems are reconciled In advance of use on the network, and that the operational and
administrative integrity of the network Is protected.

5.2 Points Of Inten:onnection

A Point Of Interconnection (POI) is·a place where Customer nelwor1<s are connected to
the COO's network. Each potential SUbscriber Is sefVed exclusively by one POI, so in
order to provide service to that poteooal Subsaiber the Customer must be connected to
that POI.

5.2.1 POI Coverage

The geographic area and runber rI potential SUbscribers served by each POI Wll be
determined by the eNOs. Depending on how the CNO's network has been engineered,
one POI may seIV8 rrUIIpIe cities. or one city may be served by multiple POls. POI

. coverage Informationwi be made avaIabIe by the CNOto its Customers. .

REVISION: 2
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5.2.2 POI Location

The COO may choose to locate a POI in a regional hUb, in a primary hub (as pidured in
Figure 5.1), or even in a secondary hub.

5.2.3 Customer connections to POls

Each Customer may conned to multiple POls, and muJliple Customers may connect to
each POI. The CNO provides, manages and operates the POI router. The Customer is
allocated a port on the POI router for an RSAN when the CNO receives an order for Equal
Access services at that RSAN.

5.2A Demarcation PoInt

For Asynchronous Transfer Mode (ATM) access, the demarcation for the CNO's
operational responsibility is the canier-end of the ATM network access to the POI. For
dedicated Une access, the demarcation point is the WAN side of a CNO supplied
CSUIDSU attached to a port on the POI router.

5.3 IP Addressing

5.3.1 Addressing plan

Customer JSPs win provide the CNO with blocks of world routabIe IP addresses to be
used in each RSAN. IP addresses are assigned to individual Subscribers by the CNO at
provisioning time. Subsaiber machines wil acquire an address via DHCP at boot time
and will retain it for as long as they are powered up. Except as required by addressing
reorganizations (renumbering), Subscnber PC's wiD be assigned the same IP address
each time they boot

5.3.2 Allocation Issues

5.3.2.1 CIDR Block Allocation

World mutable CIDR blocks are allocated by the Customers to the CNO for use on
specific RSANs. Customers are responsible for ensuring that sufficient addresses are
avaAable for their Subsaibers In each RSAN. Note that not au addresses in a CIDR bloCk
are available for Subsaibers. Details about this may be found in section 5.3.2.3.

It is the Customer's responsibility to ensure that forward and reverse domain name service
has been estabrlShed for al addresses within a CIDR block before aDocating it to the CNO.
The COO may refuse to make use of a CIDR block for which this has not been done.

5.3.2.2 CIDR Block Utilization

The COO wiD assign IndMduailP addresses from each elOR block to SUbscribels d the
Customer that provided that CIDR block. Not all addresses In a ClDR block wi be
avaiabIe for assignment to SUbscribers. The foIowing addresses wiI be reseMd for
athetuses:

The lowest address within the CIDR blockwill be reseIVed for the default gateway

REVISION: 2 1
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The all Os address will be reserved for broadcasts

The all 1s address will be reserved for broadcasts

Additionally, the network architecture of some RSANs may require the CNO to subnet
Customer provided CIDR blocks. If this Is required then the above three addresses will be
unavailable for Subscribers for each subnet within the CIDR block, resulting in a lower
number of lP addresses available to Subsaibers and introducing the possibility ofadd~
space fragmentation. For further infonnation about tIis the Customer should contact the
CNO.

5.3.2.3 Multiple CIDR Blocks

Because IP address renumbering (section 5.3.4) is best avoided when possible, CNOs
may allow Customers to provide multiple ClDR blocks for use in one RSAN rather than
requiring a renumbering each time additional address space is required. Because there is
a limit on the ml11ber of subnets that the POI router can manage on one interface (to the
RSAN) CNOs who do offer this service may still have to limit the number of totaJ blocks
available to a Customer before a renumbering Is required to bring all of that Customer's
Subscribers on a given RSAN into one, largerCIDR block.

5.3.2.4 Address Utilization Reporting

Customers are informed by the CNO as each new SUbscriber is assigned an address,
and in adcfltion the CNO wi. send an address utilization SUITV1l8IY to each Customer once
each month. If the COO subnets a Customer-provlded CIDR block then the CNO will:

Infonn the Customer about the details of the subnetting when the subnets are
created

Report monthly on address utilization on a per subnet basis

If ever the CNO has assigned aU the addresses allocated to it for an RSAN or portion
thereof by a Customer it will immediately inform that Customer, making 1 dear that further
subscriptions in that area W11 not be possible untJ additional address space has been
provided. The above notwithstanding, it is the responsibility of the Customer to ensure
that the CNO has been aHocated sufficient address space to seIVe the Customer's
Subsaibers.

5.3.3 Assignment Methodology

Subsaibers are assigned an IP address, from the CIOR block provided by the Customer
chosen by the Subscriber, by the CNO when the Subscriber is first provisioned. The
Subscriber win retain that same address until service is terminated, or until re-alJocation of
CIDR blocks requires a renumbering.

5.3A IP AcIdnss Ken............

It may be necessary on an Infrequent basis to change the P addresses assigned to a
group of SUbscribeJs in order to restructure the address alloCation. The following issues
must be considered:

REVISION: 2 1
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The change wiH be transparent to Subscribefs not using the service at the time of the
renumbering, therefore the renumbering should be done when usage is at it's lowest.
probably between 2:00am and 4:00 am on a weekday.

Currently available PC implementations of DHCP do not allow for their IP address to
be changed after it is initiaBy set at boot time. Affected Subscribefs should therefore
be infonned via email that if their PC is in use during the time of the renumbering it
may lose connectivity. If tIis happens, a simple reboot will re-establish internet
connectivity.

Although Subsaiber IP addresses wiD change, their domain names should not. In the
time preceding the renumbering, DNS S81Vers for Subsaiber domain
names/addresses should not send out replies with a TIL which extends past the time
of the renumbering. Usual TTLs may immediately be used again after the
renumbering is complete and the DNS database is updated with the new A records.

Because the DNS is maintained by the Customer and the IP address renumbering will
be perfonned by the CNO. careful coordination between the two will be required.
SpecificaJly the Customer Wll require advance notice of the following:
VVhat is the address range which Wll be affected? What will the new addresses be?
How win old address be mapped to new addresses? Exactly when wJ1l the
renumbering occur?

5.3.5 Cable Modem Addressing

Cable modems are assigned private addresses by the CNO and are not visible to
Customers or Subsaibers. Private addressing space is used to ensure IP address density
requirements are met for future address space applications, and to adhere to
INTERNICIIANA guidelines with respect to cable networ1ts.

SA Routing

Routing of packets to Subscribers is made simple by the use of wortd routable address
blocks. The Subscriber's ISP is responsible for routing Subscriber-destined packets to the
appropriate POI router, which fOfWards them to the Subsaiber via the DOCS using
statically configured routes. .

Routing packets from the Subscriber to the wortd at large is slightly more compficated
because the path taken by the packet must depend not on where it is going, as is usual,
but which Customer's Subscriber sent it. This is accomplished by having the POI routers
route each packet to the appropriate Customer based on source address rather than
destination address. The Customer then forwards the packet in the usual way.

The POI router does not exchange routing Infonnation with connected Customer rolters.
Customer routers must maintain static routes to reach their CNO served Subsaibets, and
the POI router will be configured with static routes for each Customer provided CIOR
block. Configured routes should be condiionaI on Inkstatus.

POI routers are expicilIy not transil poilU between Customers. Traffic generated by a
Subsaiber for an address served by a ctrrereIll Customer on the same RSAN will be
routed to the Subscriber"s ISP, not the ISP responsible for the destination address.

REVISION: 2 1
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5.5 DNS

Both fOlWard and reverse domain name service wli be provided by the Customer. Both
will be in place for each CIDR block anocated to the CNO before such aUocation.

Assignment of domain names to IP addresses win be done by the Customer before the
CIDR block is aDocated to the CNO. Because of this, no DNS updates are required as
subscribers are added or dropped, and aK»rdinafion between the Customer and the CNO
is not necessary.

Because all domain name services are provided by the Customer, the Customer wiD be
able to provide vanity domain names to its Subsatbers without involvement of the COO,
should it choose to do so.

5.6 DHCP

DHCP is used to configure netwol1t parameters for both CMs and Subscriber PCS.
Provision and operation of DHCP servers is the responsibility otthe CNO.

5.6.1 DHCP Archltectw'e

This document generaDy refers to the simpfest case, where one DHCP service provides
service to an the CNO's RSANS via an internal netwoIk. possibly an incumbent network. It
is also possible, at the CNO's disaetion, for mlMipie servers to be used together in order
to provide redundancy andfor load sharing.

REVISION: 2 t
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DHCP1B

DHCP2A

DHCP2B

• Figt.re 5.2 DHCP ArchitecUe shoY,;ng redundancy and load sharing

5.6.1.1 DHCP Redundancy

DHCP server redundancy can be achieved by configuring the POI routers to be aware of
more than one DHCP server. The POI router will then forward DHCP requests from
Subsaiber Pes and CMs to aU of the servers it is aware of, and will retum an replies to the
DHCP client device.

DHCP dients must be able to handle multiple responses to a request as documented in
RFC 1541. The CNO shall ensure that where multiple DHCP servers respond to a client.
the responses shall be identical with respect to the networX configuration information
required by the clients.

Figure 52 shows redundant DHCP service being provided to POI routers 1 and 2 by
DHCP servers 1A and 1B. and to POI router 3 by DHCP servers 2A and 2B

5.6.1.2 DHCP Load Sharing

If performance issues make it desIIabIe to split the DHCP load between muIipIe servers.
or if there is not asulable communications channel between aB parts of the CNOs DOCS
intrastruaure to make the operation ofa single oenb'aIized DHCP server pradJcaI. then the
CNO may choose to divide its DOCS Infrastructure Into multiple DHCP serving areas.

If this is done:
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Each POI router must be configured to forward DHCP requests to the DHCP server(s)
serving the DHCP serving area which it Is part of.

The database used by the DHCP selVers to map CM and PC MAC addresses to
network parameters must be distributed in whole (for ease of Implementation) or in
part (for effidency) to the DHCP servers at intelVals no longer than the maximum
acceptable time between assigning an IP address to a new Customer and providing
service to that Customer. Idealy, changes to this database will be replicated in real
time.

If the DHCP selVer databases are distributed in whole, then each server wiD have
information required for aU service areas. not only the one it operates in. This may result in
a small, possibly inconsequential perfonnance penalty.

Alternatively, each selVer may be updated only with the information relevant to its serving
area. Redundant servers in a single serving area must stiD have identical databases.

In the example illustrated by Figure 5.2, the DOCS infrastructure has been divided into two
serving areas. The first, containing POI routers 1 and 2, is redundantly served by DHCP
selVers 1A and 16. The second, containing only the single POI router 3, is redundantly
selVed by DHCP servers 2A and 28.

5.6.2 DHCP and Subscriber PCS

Customers will assist their Subsaibers in installing DHCP software on their PC so that the
Subscriber's IP address and other network parameters can be set by DHCP at boot time.

The parameter provided to the PC via DHCP wiD be the following:

o IP address

o IP network mask

o IP defautt gateway

o IP address of Domain Name server

5.6.3 DHCP and Cable Modems

Cable modems acquire their network parameters at boot time via the same DHCP server
used to service Subscriber PCs. This is transparent to both Customers and Subsaibers.

5.6.4 Tracking of Subscriber And eM MAC Addresses

DHCP may be configured to Identify and aDocate IP addresses to clients (CMs and Pes)
either by the client's MAC address. or by a WClent_IOW

~uaIy configured in the device.
Each approach has Its strengths and challenges. standard practice today Is to use the
MAC addresses. and this docunentassumes that pradice.

This approach ties cIent Identiftcation to physical rather than logical components. The
CNO must keep accurate inIbrmation about which Customers have which physical cable
modems in orderto keep the CM entries up to date in the DHCP database.
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Similar1y, the CNO must keep track of the MAC address of the NIC in the Subsaibe(s
PC, and must make Subsaibers aware that any NIC changes must be coordinated with
the CNO, or the SubscriberWJlllose connectivity.

5.7 PC Network Configwation

The Customer is responsible for ensuring that its Customers PCS are correctly configured
for TPRIA service beyond the provisioning demarcation point. This includes instaDation
and configuration of a compatible DHCP dient, as weD as applialtion specific software
such as email, web browsing, Usenet news, etc. Proper installation of these applications
may indude the configuration of Subsaiber identification infonnation such as name and
email address, domain names of servers associated with the application (NNTP, SMTP,
POP3, etc.) etc.

The CNO may require the use of DHCP client software which it has determined is
compatible with the TPRIA service.

The CNO is responsible for responding to Subscriber DHCP request with the information
detailed in section 5.6.2

5.8 Modem Network Configuration

Modem configuration and management is the responsibility of the CNO. Modem
configuration is provided by the CNO DHCP and 1FTP servers in accordance with
DOCSIS cable modem specificaIions.

The CNO may implement the business policies that are reflected in the cable modem·
configuration. Examples may indude port filters, speed &mis, etc.

5.9 ARP

ARP requests are intercepted and answered by the CMTS. ARP requests are not seen
by other devices on the DOCS.

6 Operational Analysis

6.1 Device Startup

6.1.1 Modem boot

VVhen a cable modem boots it starts by broadcasting a OHCP request from its cable port.
This request is forwarded by the CMTS (if lis routing) or the POI router (It the CMTS is
not routing) to the DHCP server, and the reply is sent back to the CM. This reply contains
the Infonnation that the CM needs to estabIsh basic IP connecllvity.

Next the CM connects to a 1FTP 5eIVer maintained by the CNO and downloads the rest
of its configuration from there. VVhen that has completed the CM is ready to bridge
packets to and fi"om the Subscribef's PC.

REVISION: 2 1
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6.1.2 PC Boot

The Subscriber's PC should be booted only when the cable modem is operating.

When the Subscriber's PC has booted, it broadcasts a OHCP request on the Subsaiber's
Ethemet LAN. The CM bridges that broadcast to the DOCS, where it is picked up by the
POI Router or CMTS (as in 6.1) and the response is sent back to the Subsa'ibe(s PC.

6.2 Unicast Packet Flow

6.2.1 Internet to Subscrtber

Packets from the public Internet are routed to the Subscriber's ISP in the usual fashion.
The ISP maintains static routes for each POI to which it connects. The POI router
maintains an ARP table used to send each packet to the appropriate Subscriber.

6.2.2 Subscriber to Internet

The Subscriber's PC sends Intemet-destined packets to its default gateway which is the
POI router if the CMTS is configured as a bridge, or the CMTS itself if it is configured as a
router. In the latter case. the CMTS passes the packet back to the POI router.

The POI router examines the source address of each incoming packet. determines which
CIOR block it is part of, and sends the packet to the Customerwhich aHocated that CIOR
block to the CNO. The Customerroutes the packet to the public Internet.

XMITPC

ARP for default gateway
MAC address
(POI Router)

SendApp
Data Packet

RE'J1SION: 2
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6.2.3 Subscriber to Subscriber (Sam.ISP)

Subscribers who are customers of the same ISP and served by the same RSAN mayor
may not be on the same subnel

If they are on the same 5Ubnet then the process looks tike this:

XMITPC RecvPC

ARP for default gateway
MAC address
(POI Router)

5endApp
Data Packet

RCVARP

Send cached
response

RCVfrom
upstream

RCVApp
Data Packet

Send
downstream

• rtgU"8 6.2 Subscriler to Subsaber - Same ISP

If the ISP has provided more than one subnet for use on the RSAN then it is possible for
two Subscribers of one ISP. on one RSAN. to be on different subnets. That case is
functionally identical to the instance of two Subscribers of different ISPS on one RSAN.
described in section 6.2.4.

6.2A Subscriber to Subscriber (Different ISPs)

The CMTS on an RSAN may be configured to operate as a bridge or as a router. If the
CMTS is configured as a bridge then the process looks like this:

REVISION: 2 1
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XMITPC

ARP for default gateway
MACBddress
(POI Router)

SendApp
Data Packet

CMTS.

RCVARP

Send cached
response

POI Router
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RecvPC

RCV
Data

• FIglh 6.3 Oiffenmt ISP. Bridged

If the CMTS is configured to act as a router then the process looks like this:

XMIT PC CMTS Recv PC

ARP for defaul gbway
MACadchsa
(POI Router)

RCVARP

5endApp
Data Packet

Sendcaehed
response

RCVfrom
up8tr8am

Route
Packet

Send
downstream

RCVApp
Data Packet

• FJglI8 6.4 Oilferent ISP • Routed

6.2.5 Subscrtbwto~ (Sa.-ISP)

This Is fooctionaly equivalent to 6.2.2. There Is no special handing forthls case.
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6.2.6 Subscriber to Non-Subscriber (Diffw'ent ISP)

This is functionaUy equivalent to 6.2.2. There is no special handling for this case, even if
the destination ISP is directly connected to the Subscribers POI router the packet wiD sliD
be routed to the Subscriber's ISP.

&..3 Broadcast Packet Flow

Careful consideration must be given to the handling of broadcast traffic. Unrestrided
broadcast leaves the networ1t open to denial of service at the very least. but some
broadcast abiity is necessary to make possible required protocols such as ARP and
DHCP.

It is essential that the eMs filer replies from Subsaiber Pes to DHCP requests.

It is strongly recommended that the CMs also filter aD broadcasts out from Subscriber PCs
except ARP and DHCP, and all broadcasts in to Subscriber Pes.

6A Multicast Packet Flow

Multicast IP is not supported by this product.

2



CCTA Submission to CRTC
In Response to Telecom Decision 98-9

Technical Report on the Status of Implementation ofAccess
For Internet Service Providers

1. This report outlines the status of implementation ofaccess to the cable network
operators' high-speed Internet subscribers by competitive Internet service
providers. The report provides an update on technical progress made since the
CCTA's August 10 report to the Commission.

2. The report reviews the technical decisions taken by the CAIP/CCTA working
group, which consists ofrepresentatives from Internet service providers and from
the cable industry. The technical working group meetings have also been
attended by CRTC staff representatives. Significant progress toward the
implementation of third-party residential Internet access has been achieved over
the last three months through open and productive technical discussions.

3. For reference, a diagram has been provided on page 3 showing the cable network
operators' access infrastructure as used for the delivery oflntemet services. This
diagram depicts interconnection to third party ISPs through a policy-based router.

4. The technical solution for interconnection is being developed specifically to
support the Canadian requirement, in the absence ofa regulatory requirement for
interconnection to cable network operators' networks in any other jurisdiction.

Technical Work in Progress

5. As mentioned in the August 10 report, there are three key areas oftechnical
development in support ofthe implementation ofaccess by competitive ISPs.
The first ofthese is the availability ofindustry standard DOCSIS modems. The
second is the development and testing ofappropriate technology at the router
point of interconnection (pOI). The third is the development and testing of
implementation plans that reflect the business processes to support the
deployment ofcommercial service.

noeSIS Modem Availability

6. DOCSIS version 1.0 cable modems and cable modem termination systems are in
the process ofcertification testing overseen by CableLabs, the research and
development arm ofthe North American cable industry. Some Canadian cable
network operators have begun deployment ofpre-certification DOCSIS modems
from manufacturers and are already performing field tests. These companies Will
be well positioned to quickly roll.out the certified DOCSIS products once they

Rc: Telecom Decision 98-9
Page 1ot6
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become available. Volume rollout ofcertified DOCSIS modems is expected in
1999.

Point of Interconnection

7. The work of the CAIP/CCTA technical group for the last three months has
focussed on the point of interconnection. At the August 25 meetin& the
alternatives presented in the CCTA August 24 report to the CRTC were
discussed. These options were:

1. VLAN
2. IF Tunneling
3. Policy-Based Routing
4. User-Driven Policy-Based Routing

8. The group decided to review the pros and cons of the four options at its next
meeting.

9. At the September 22 meeting ofthe CAIP/CCTA technical working group, an
analysis of the four technical options was reviewed. After considerable
discussion, it was decided that the policy-based routing option had the best chance
ofa successful implementation, confirming the CCTA's original
recommendation.

10. Once the fundamental technology at the point ofinterconnection was confirmed,
the group decided to proceed with a network design for the point of
interconnection. This is a key subsystem in the current plan for interconnection.
A sub-working group consisting ofrepresentatives from Netcom, Tekton Internet
Associates and the CCTA was formed to create a proposal for consideration by
the rest of the group.

11. The sub-working group met on October 7 and October 16 for the purpose of
reviewing and editing a draft network design created by Tekton Internet
Associates on behalfof the CCTA Most ofthe discussion concerned the location
of the provisioning and management demarcation points.

12. The draft version ofthe report was presented to the entire CAIP/CCTA technical
group at a meeting on October 20. At that time, members ofthe sub-working
group answered questions from the group as to the specific reasoning for design
decisions taken. The group then approved the design. The consensus document
is appended to this report.

13. Also at the October 20 meeting, the CAIP/CCTAgrouptasked the same sub
working group to prepare a test plan for the router point ofintcrcolUlection. This
test plan is to be developed at team meetings to be held on November 2,
November 6 and November 13. It will be reviewed at the meeting ofthe
CAIP/CCTA group on November 17.

Re: Telecom Decision 98-9
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14. Once the test plan is approved. testing of the router point of interconnection can
begin. This relatively new technology has not been used before in a cable
network for high-speed Internet access. The viability ofthis alternative for
interconnection must be verified in a laboratory setting. Work will continue in
parallel on the development ofbusiness processes for interconnection.

I POLICY-BASED ROUTER I

CABLE MODEM
TERMINATION SYSTEM

••
FtBEROPTIC
CABLE

IP CONNECTIVITY
TO A SINGLE

RESI~

AMPLIFIER

AMPUFIER --------------------------I : I
I : I
I ! I
I . I
I I
I I
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I •I

: NETWORK
I INTERFACE
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Development of Business Processes

15. At the October 20 CAIP/CCTA meeting, CCTA presented a timetable for the
development ofbusiness processes toward implementation ofthird party access.
In order to accelerate the process, a two-track schedule has been developed.

16. A flowchart showing the two-track schedule for testing and design is presented on
page 5 of this report, including target dates for starting and finishing each stage.

17. The schedule has a design track and a testing track. The testing track is to begin
in November with the testing ofthe router point ofinterconnection. During this
stage, the policy-based router design for the point of interconnected will be tested.

18. The second phase oftesting involves a captive laboratory test ofthe provisioning
system to be used by the ISPs and the cable network operator. During this phase,
no live cable modem subscribers will be interconnected but a cable network
operator will connect remotely to an ISP test system and wilt provision subscriber
pes in the lab.

19. The third phase oftesting will use equipment in the field, connected to a cable
network operator's live network. The CNO will interface to an ISP using the
processes that are to be used in the commercial implementation.

20. The design track, which is to proceed in parallel with the testing track, begins
with the development ofthe service architecture. The service architecture, and its
associated test plan, are inputs to the lab test plan.

21. The next stage in the design track is the development ofbusiness processes to
support commercial implementation and the associated test plan for these
processes. These are the inputs to the field testing. It is important to note that this
phase is likely to require significant modifications to the cable network operators'
existing information technology infrastructure.

22. With the successful-completion ofthe field test, both Internet service providers
and cable network operators will gain confidence in the business processes
designed for commercial deployment of third party access.
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Summary and Next Steps

23. The CAIP/CCTA technical group has made significant progress toward the
implementation ofthird party access to cable network operators' high-speed
Internet subscribers. The method of interconnection has been selected. and a
network design for that point of interconnection has been approved.

24. The next steps for the group are the development ofa test plan for the point of
interconnection, and the execution of the test ofthat point ofinterconnection. In
parallel. the service architecture will be developed.

25. The progress ofthe CAIP/CCTA technical group can be attributed to a clear focus
on the task at hand by a group ofrepresentatives who are oriented to making third
party access a reality. The group represents the most efficient mechanism for the
development ofbusiness processes to support third party access.
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