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TPRIA Point of._Netvvork Design

1 Introduction .

This document follows and builds on the '1llird Party Residential Internet Aa;ess
Proposed Service Definition- de&vered to the CCTA In February of 1998. It desa1bes the
networK design and inplementation of alternative three of the Technical Report on
Alternatives submitted to the CRTC by the CCTA on August 24\11, 1998.

This document does not address the business processes necessary to support the TPRIA
product.

2 Definitions

2.1 Definitions

Cable NetworK Operator (COO)

Owner operator of the CATV distJibution network. A CNO or its affiliate may also operate as
aniSP.

Classless Inter-Domain Routing (ClDR)

CIDR pennits allocation of networK numbers with the network mask set at nearly any boundary
within the IP address field. It supersedes the older practice of anoeating IP address space only
in dass A, dass B or dass C network blocks. CIDR is now the commonly accepted practice
for IP address allocation.

Customer

An Internet SeIVice Provider (ISp) is a customer of the EqUal Access service. A Customer
offers value-added services to Its Subscnbers.

Data Over Cable System (DOCS)

For the purposes of this document. a generic tenn for the inti"astructure equipment that
implements two-way packet data services over a CA.TV distribution network.

Dynamic Host Configuration Protocol (DHCP)

A mechanismfor allocating IP addresses dynamically so that addresses can be reused when
hosts no longer need them. OHCP is defined in RFC 1541.

Incumbent NetworK (IN)

The eNO's Internet access service offering.
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Internet Service Provider (lSP)

A company (other than the CNO) oft'erfng SUbscribers access to the Internet and to Internet
value-added services, such as electronic mal, network news, and Wor1d Wide Web.

Point of Interconnection (POI)

The physical meeting point between the ISP IP network and the CNO's TPRIA DOCS
accessfdistribution netNork. There Is a POI located within the geographic area of each RSAN.
Thus, the COO may operate as many POI's as there are RSAN's within Is operating tenttory.

Subscriber

Residential end-user/consumer of Intemet access and other services delivered via the CNO's
facirlties.

Residential Subscriber Access Networit (RSAN)

The lPRIA DOCS infrastnJdure and its direcUy connected cable plant within a given
geographic locality. In HFC infrastructures, this is also known as the Primary Fibre-Optic
distribution hub or Head-end, depending on COO fiber network architecture, and its subsidiary
co-axial cable plant.

3 Service Requirements

The service requiret1l8fU for this product are doClmented In detaU In the Third Party
Residentiallntemet ACt:IeSS Proposed 8eIVioe Definition. 111is sedlon desaibes additional
requirements that became apparent during the aeation of this document.

3.1 SubscrIberaddressing

3.1.1 Subscriber domain name

In order that Subscribers are able to accept incoming IP sessions it is necessary that the
domain name assigned to a Subsalber remain unchanged for the duration of the
subscription. even if the Subscriber's IP address Is changed (see below).

3.1.2 Subscriber IP adclntSS

• The Subscriber's IP address is aUocated by the CNO from a pool provDed by the
Customer. The Subsaiber need not Interact with this address.

• In order to avoid intemJ~ng application sessions and in order to interoperate with
current DHCP dient Implementations the Subsaiber's IP address must not change
during the course of a boot session.

• It must be possible for the CNO to occaslonaay change the IP address assigned to
Customers on one RSAN. Such changes may require a reboot by affected
Subscribers who are using the service at the time of the change but should otherwise
be transparent to Subscribers.

REVISION: 2
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4 Design Assumptions and Limitations

4.1 Number ofSUbscrIberPes

This design assumes that each Subsaiber will access the service from just one PC.
Additionally, the PC used to access this service will be assigned an IP address
dynamicaUy by the CNO. ThIs W11 complicate convnunlcation between this PC and any
other PC on the Subsatber"s LAN.

4.2 DHCP Client Identification

This document assumes that OHCP dierts (modems and Subsaiber PCS) are identified
by their MAC address and not by a configurable dient 10, which would also be possible
with DHCP. Each approach has different chaUenges - only those associated with using
MAC addresses are addressed in this document.

4.3 Reliance on DHCP

This service relies on the abUily of the Subsaiber's PC to function as a OHCP client.
Platfonns incapable ofdoing so are not supported by this service.

4A Collection of....Data

BUling model metrics (IE, a 1st of the things that trigger charges to the Custoiner) were not
available as Input to this repocl ThIs report therefor does not address the collection of the
infoonation which will be used as a basis for biIng. Charges to the Customer may include
the following:

Customer signup fee

POI connection installation fee

POI connection monthly fee

Data backhaul fees

Bandwidth ulDization fee

Subsaiber Instalation fee

Subsaiber monthly fee

4.5 POI Routers Not Transit IIo'I.Is

Some outbound Subsaiber traffic may be destined for an ISP which is not the one serving
that Subsaiber, but which is connected to the same POI router. It might seem natural in
that case to pass the traffic directly on to that second ISP rather than routing it to the
Subsaiber's ISP.

Supporting this ability would require the CNO to become an N-way connected
autonomous system, with each POI router maintaining fuU routing tables for all Customers.

REVISION: 2
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It is a non-trivial task to establish and maintain that abIity. In adcfdion. routing on this scale
requires routers that are substantiany Iargerthan aCNO might otherwise require in many
RSANs.

For these reasons, POI routers are explicitly not transit points. This is further discussed In
section 5.4, Routing.

5 Functional Design

In this section we propose a design which meets the requirements set out in the "Third
Party Residential Internet Access Proposed Service Definition" and in the Service
Requirements section of this document

5.1 Logical Network Design

5.1.1 OvelView

The logical netwof1< design is detailed in Figure 5.1.

Each of the components in Figure 5.1 wiD be logically present in the network, however
multiple logical components may be integrated into one physical device. For example, the
CMTS aggregation device may be a fast Bhemet switch connected to multiple disa'ete
CMTS units. Alternatively, a single piece of equipment may perfonn aggregation and
CMTS functions for multiple downstream channels.

SUbject to capacity of the specific hardware devices installed. an arbitrary number of
Customers may be connected to one POI router. an artJitrary number of CMTSs may be
connected to one aggregation device and an artitrary number of SUbsaibers may be
connected to one CMTS.

Where a POI router serves only one CMTS the two devices may be connected directly to
each other without any intervening aggregation device.
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5.1.2 Demarcation Points

There are three functional demarcation points in the logical network design as denoted in
Figure 5.1:

1. Customer Demarcation Point

2. Subsaiber Management Demarcation Point

3. Subsaiber Provisioning Demarcation Point

5.1.2.1 Customer Demarcation Point

The customer demarcation point is the point dosest to the POI at which the Customer will
aclively configure, manage and operate their connedion to the POI. As discussed In
section 5.2.4, the demarcation point is at the POI side of the teleconvnunication facilities.
Thus, the circuit is the Customer's responsibility, whDe the circuit termination equipment at
the POI is the CNO responsibility.
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Each circuit tennlnates on either an ATM switch, or the network side of a DSU/CSU, both
of whiCh are d1red1y connected to the POI router. No addlional functionality would be
gained by a customer co-Iocated router.

5.1.2.2 Subscriber Management Demarcation Point

This is the point at which operational management of the SUbsa1ber transitions from the
CNO to the Customer. This point Is the cable Modem (eM) Bhamet lr4eJface. The cable
modem is the operational responsibility of the eNO, while the connecting cabling and the
PC itself are the operational responsibmty of the Customer.

This demarcation point location was selected due to:

• the potential operational impact on then~ resulting from CM mis-configuration;

• the role of the CM in establishing service parameters on a shared data network; and

• the intrinsic role of the CM in the RF network management process.

The cable network appears to be an Shemet from the data perspective. In fact, it is a
Frequency Division Multiplexed (FOM) Radio Frequency (RF) network, utilizing the Data
over Cable (DOCSIS) RF encoding system, with many aaNe elements such as RF
amplifiers and Amplitude Modulated (AM) lasers throughout the system. An RF signals are
delivered right up to the CM, and the CM Is configured as to which frequencies to receive
and transmit on. Other RF sections cany management Infonnation for the video
distribution system. Should the CM be mls-oonfigured, significant operational disruption to
the data and/or video distribution system could resul Thus, configuration of the modem
must be the CNO's responsiblity to ensure the Integrly ofthe network.

The CM, once configured, establishes and enforces the service parameters delivered to
the Subscriber. To ensure a fair system for each Customer, each Subscriber of each
Customer must be assured of their service level commitment. and protected from
Subscribers or Customers who would attempt to gain an unfair share of the shared data
network. This behavior would endanger service deliverables and threaten the integrtty of
the network itself due to overload and/or misuse. As the CNO has final responsibility at the
IP layer to fulfill service level commitments fair1y to all third party Customers, it must have
the abnity to control the service parameters on a per Subsaiber basis.

The CM is an intrinsic component of the COO operational capability - the -smart jack" of
the cable hybrid fiber-coaxial (HFC) network. The management demarcation point
selection reflects this altical role of the CM in the CNO management process. The CM
permits the CNO to detect RF plant problems through the use of embedded spectnln
analyzer features, specialized em>r counters and RF level Information. Without full
management control of the CM, the CNO wiD be unable to proactively manage the RF
plant, and it will have no recourse avaRabie to diagnose and resolve plant problems when
experienced by the Customer and Subscriber. A CM not under the CNO's control
effectively renders the Subscriber invisible to the CNO. As a result, the CNO must have
full operational control of the CM.

5.1.2.3 Subscriber Provisioning Demarcation Point

The Subscriber provisioning demarcation poirt is the point dosest to thesubsaiber at
which the CNO will actively configure equipment. This demarcation point Is established
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within the Subsatbe(s PC, namely at the IP stack configuration. Using the OHCP
protocol, disa.Issed In section 5.6, theSubsatberPC Is provided with basic netwolX layer
configuration Information. The Customer Is responsible for aI other configuration of the
Subsatber PC.

It Is Important to separate the business process of deciding what configuration infonnation
should be communicated to the Subscriber PC and the technical mechanism for delivery
of that Infonnation to the Subscriber PC. In IRs doament, we deal with the technical
mechanism ofdelivery only.

The demarcation point was selected due to:

• the need for a single DHCP server administration;

• the need to ensure a unique relationship between IP address and MAC address; and

• the need to coordinate multiple users of IP address space.

Each RSAN must have one or more DHCP selVers to provide DHCP service. These
DHCP selVers each retum a response to the Subscriber PC query. To ensure that the
same response is returned, there must be COOIdination between the DHCP selVers in
some fonn, either technical or administrative. If there Is no coordination, the system risks
returning multiple, confIiding answers. As confliding answers endanger the operational
integrity of the networK, there must be only one administrative authority for the DHCP
server Infrastructure. In partiallar, this means that Customers may not provide their own
DHCP server 1nfrastnJ<:ture.

Multiple blocks of IP address space are typcally used within each RSAN, generaRy one or
more blocks per Customer. Each IP address must have only one MAC address, and each
MAC address must have only one IP address. Without this assurance, Subsaibers may
be transitioned from one Customer to another without authorization. A single DHCP
administrator provides the assurance that this wiR not happen.

As multiple customers are using the RSAN, there may be multiple understandings of
which Customer has what IP address blocks, and which customers are assigned to them.
A single DHCP administrative entity ensures that all parties are treated fairly, that
problems are reconciled in advance of use on the net\wr1(, and that the operational and
administrative integrity of the nelwof1( is protected.

5.2 Points Of Intercorli18Ction

A Point Of Interconnection (POI) Is·a place where Customer networ1(s are connected to
the CNO's network. Each potential Subscriber is served exr::JusiveIy by one POI, so in
order to provide service to that potential Subsaiber the Customer must be connected to
that POI.

5.2.1 POI Coverage

The geographic area and number of potential Subscribers selVed by each POI will be
detennined by the CNOs. Depending on how the CNO's network has been engineered,
one POI may serve multiple cities, or one city may be served by multiple POls. POI
coverage information will be made available by the CNO to its Customers.
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&.2.2 POI Location

The CNO may choose to locate a POlin a regional hub, In a primary hub (as pidured in
Figure 5.1), or even In e secondary hub.

5.2.3 Customer connections to POls

Each Customer may conned to muliple POls, and muttiple Customers may connect to
each POI. The CNO provides, manages and operates the POI router. The Customer is
allocated a port on the POI router for an RSAN when the CNO receives an orner for Equal
Access services at that RSAN.

5.2A Demarcation Point

i=or Asynchronous Transfer Mode (ATM) access, the demaroation for the CNO's
operational responsibility is the canier-end of the ATM nelwork access to the POI. For
dedicated Bne access, the demarcation point Is the WAH. side at a CNO supplied
CSUJDSU attached to a port on the POI router.

5.3 IP Addressing

5.3.1 Addressing plan

Customer ISPs WIll provide the CNO with blocks of WOf1d routable IP addresses to be
used in each RSAN. IP addresses are assigned to Individual Subsaibers by the CNO at
provisioning time. SUbsalber machines wiD acquire an address via OHCP at boot time
and will retain I for as long as they are powered up. Except as required by addressing
reorganizations (renumbering), Subsaiber PC's wil be assigned the same IP address
each time they boot.

5.3.2 Allocation Issues

5.3.2.1 CIOR Block Allocation

World routable CIDR blocks are allocated by the Customers to the CNO for use on
specific RSANs. Customers are responsible for ensuring that sufficient addresses are
avanable for their Subsaibers in each RSAN. Note that not aD addresses in a CIDR block
are available for Subscribers. Details about this may be found in section 5.3.2.3.

It is the Customer's responsibility to ensure that forward and reverse domain name service
has been established for an addresses within a CIDR block before aBocating it to the CNO.
The CNO may refuse to make use of a CIDR block for which this has not been done.

5.3.2.2 CIDR Block Utilization

The CND will assign individuallP addresses from each CIDR block to Subsaibers of the
Customer that provided that CIDR block. Not all addresses In a C1DR block wift be
avanable for assignment to SUbscribers. The following addresses will be reserved for
other uses:

The lowest address within the CIDR block will be reserved for the default gateway

REVlSION:2 1
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The an OS address will be reserved for broadcasts

The aD 1s address will be reserved for broadcasts

AdditionaDy, the netYIolk mdlitecture of some RSANs may require the CNO to subnet
Customer provided C1DR blocks. If this Is required then the above three addresses will be
unavailable for Subsaibers for each subnet within the CIDR block, resulting In a lower
number at IP addresses available to Subsaibers and Introducing the possibility of address
space fragmentation. For further Infonnation about this the Customer should contad the
CNO.

5.3.2.3 Multiple CIDR Blocks

Because IP address renumbering (section 5.3.4) is best avoided when possible, CNOs
may allow Customers to provide multiple CIDR blocks for use In one RSAN rather than
requiring a renumbering each time ackfrtional address space Is required. Because there is
a limit on the nllTlber of subnets that the POI router can manage on one Interface (to the
RSAN) CNOs who do offer this service may still have to limit the number of total blocks
available to a Customer before a renumbering Is required to bring all of that Customer's
Subscribers on a given RSAN Into one, largerCIDR block.

5.3.2.4 Address Utilization Reporting

Customers are infonned by the CNO as each new Subsaiber is assigned an address,
and in adcfrtion the CNO wII send an address utilization summary to each Customer once
each month. If the CNO subnets a Customer-provided CIDR block then the CNO WIll:

Infonn the Customer about the details of the subnetting when the subnets are
created

Report monthly on address utilization on a per subnet basis

If ever the CNO has assigned all the addresses allocated to it for an RSAN or portion
thereof by a Customer it wiD immediately inform that Customer, making • dear that further
subscriptions in that area wiD not be possible untl additional address space has been
provided. The above notwithstanding, it is the responsibifity of the Customer to ensure
that the CNO has been aHocated sufficient address space to serve the Customer's
Subsaibers.

5.3.3 Assignment Methodology

Subsaibers are assigned an IP address, from the CIDR block provided by the Customer
chosen by the Subsaiber, by the CNO \\'hen the Subscriber is first provisioned. The
Subscriber will retain that same address until service is terminated, or until re-allocation of
CIDR blocks requires a renumbering.

5.3A IP Address Renl8'llbertng

It may be necessary on an infrequent basis to change the IP addresses assigned to a
group of Subscribers in order to restructure the address allocation. The following issues
must be considered:
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The change wiR be transparent to Subsaibers not using the service at the time of the
renumbering, therefore the renumbering should be done when usage is at it's lowest,
probably between 2:00am and 4:00 am on a weekday.

Currently available PC inplementations of DHCP do not allow for their IP address to
be changed after lis InitiaJIy set at boot tine. Affected Subscribers should therefore
be Infonned via email that If their PC is In use during the time of the renumbering it
may lose connectMty. If this happens, a simple reboot wUl RHtStabiish Internet
connectivity.

Although Subsaiber IP addresses will change, their domain names should not In the
time preceding the renumbering, DNS servers for Subscriber domain
names/addresses should not send out replies with a lTL which extends past the time
of the renumbering. Usual ITLs may immediately be used again after the
renumbering is complete and the DNS database is updated with the new A records.

Because the DNS is maintained by the Customer and the IP address renumbering will
be performed by the CNO, careful coordination between the two will be required.
SpecfficaHy the Customer win require advance notice of the following:
What is the address range which wi" be affeded? What will the new addresses be?
How will old address be mapped to new addresses? Exadly when will the
renumbering occur?

5.3.5 Cable Modem AdcInssIng

Cable modems are assigned private addresses by the CNO and are not visible to
Customers or Subsaibers. Private addressing space is used to ensure IP address density
requirements are met for future address space applications, and to adhere to
INTERNICJIANA guidelines with respect to cable networits.

SA Routing

Routing of packets to Subsaibers is made simple by the use of world routable address
blocks. The Subsaibe(s ISP is responsible for routing Subsaiber-destined packets to the
appropriate POI router, which forwards them to the Subscriber via the DOCS using
statically configured routes.

Routing packets from the Subsaiber to the worid at large is slightly more complicated
because the path taken by the packet must depend not on where it is going, as is usual.
but which Custome(s Subscriber sent it. This is accomplished by having the POI routers
route each packet to the appropriate Customer based on source address rather than
destination address. The Customer then forwards the packet in the usual way.

The POI router does not exchange routing information with conneded Customer routers.
Customer routers must maintain static routes to reach their CNO served Subscribers, and
the POI router will be configured with static routes for each Customer provided CIDR
block. ConfigUred routes should be conditional on link status.

POI routers are explicitiy not transit points between Customers. Traffic generated by a
Subscriber for an address served by a cfitferent Customer on the same RSAN will be
routed to the Subscriber's ISP. not the ISP responsible for the destination address.
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5.5 DNS

Both fOlWard and rever.;e domain name sefVIce wli be provided by the Customer. Both
will be in place for eadl CIDR block allocated to the COO before such aDocation.

AssIgnment of domain names to IP addresses wiD be done by the Customer before the
CIDR block is aDocated to the CNO. Because of ttis, no DNS updates are required as
subscribers are added or dropped, and co-ordinatlon between the Customer and the CNO
is not necessary.

Because all domain name services are provided by the Customer, the Customer will be
able to provide vanity domain names to Its Subsaibers without Involvement of the CNO,
should it choose to do so.

5.6 DHCP

DHCP is used to configure networ1c parameters for both CMs and Subscriber PCS.
Provision and operation of DHCP servers is the responsibility otthe CNO.

5.6.1 DHCP An::hltect....

This document generally refers to the simplest case, where one DHCP service provides
service to an the CNO's RSANS via an Internal network, possibly an incumbent network. It
is also possible, at the CNO's disaeUon, for multiple servers to be used together in order
to provide redundancy and/or load sharing.
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DHCP18

DHCP2A

DHCP28

• Figtn! 5.2 DHCP ArchitecIlJ'e showing redJndancy and load sharing

5.6.1.1 DHCP Redundancy

DHCP server redundancy can be achieved by configuring the POI routers to be aware of
more than one DHCP server. The POI router wiD then fOlWard DHCP requests from
Subscriber Pes and CMs to aU ofthe servers it is aware of, and will return aU replies to the
DHCP client device.

DHCP clients must be able to handle multiple responses to a request as documented in
RFC 1541. The CNO shall ensure that where multiple OHCP servers respond to a client,
the responses shall be identical with resped to the networX configuration information
required by the clients.

Figure 52 shows redundant DHCP service being provided to POI routers 1 and 2 by
DHCP servers 1A and 18, and to POI router 3 by DHCP servers 2A and 2B

5.6.1.2 DHCP load Sharing

If performance issues make it desirable to split the DHCP load between multiple selVers,
or if there is not a suitable communications channel between all parts of the CNOs DOCS
infrastructure to make the operation of a single centralized DHCP server practical, then the
CNO may choose to divide its DOCS infrastructure into multiple DHCP selVing areas.

If this is done:
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Each POI router must be configured to forward DHCP requests to the DHCP selVer(s)
serving the DHCP serving area which It Is part of. .

The database used by the DHCP servers to map CM and PC MAC addresses to
network parametelS must be distributed In whole (for ease of Implementation) or In
part (for efficiency) to the DHCP servers at Irtervals no longer than the maximum
acceptable time between assigning an IP address to a new Customer and providing
service to that Customer. IdeaOy, changes to this database will be replicated in real
time.

It the DHCP selVer databases are distributed in whole, then each selVer wiD have
intonnation required for an service areas, not only the one it operates in. This may result in
a small, possibly Inconsequential performance penalty.

Alternatively, each selVer may be updated only with the infonnalion relevant to its serving
area. Redundant servelS in a single serving area must stiR have identical databases.

. In the example illustrated by Figure 5.2, the DOCS Infrastructure has been divided into two
serving areas. The first, containing POI routelS 1 and 2, is redundantly selVed·by DHCP
selVaIS 1A and 18. The second, containing only the single POI router 3, is redundantly
served by DHCP selVers 2A and 28.

5.6.2 DHCP and Subscriber PCs

Customers wiU assist their Subscribers In InstaWng DHCP software on their PC so that the
Subscriber's IP address and other network parameters can be set by DHCP at boot time.

The parameter provided to the PC via DHCP will be the following:

o IP address

o IP network mask

o IP default gateway

o IP address of Domain Name server

5.6.3 DHCP ..d Cable Modems

Cable modems aoquire their network parametalS at boot time via the same DHCP server
used to selVice Subsaiber PCS. This is transparent to both Customers and Subsaibers.

ti.6A Tracking of Subscriber And CM MAC Addresses

DHCP may be configured to identify and aDocate IP addresses to dients (CMs and PCs)
either by the client's MAC address, or by a IlClient-IOIl manuaDy configured in the device.
Each approach has its strengths and challenges. Standard pradice today is to use the
MAC addresses, and this document assumes that practice.

This approach ties dient Identification to physical rather than logical components. The
CNO must keep accurate infonnalion about which Customers have which physical cable
modems in orderto keep the CM entries up to date in the DHCP database.

REVISION: 2 1
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Similarty, the CNO must keep track of the MAC address of the NIC In the SUbscriber's
PC, and must make Subscribers aware that any NIC changes must be coordinated with
the CNO, or the SUbsaiber wlilose connectivly.

5.7 PC NetworkConfiguration

The Customer is responsible for ensuring that its Customers Pes are correctly configured
for TPRIA service beyond the provisioning demarcation point. This indudes Instanation
and configuration of a compatible DHCP dient, as weU as appHcation specific software
such as eman, web browsing, Usenet news, etc. Proper installation of these applications
may indude the configuration of Subscriber Identification information such as name and·
emaO address, domain names of servers assodated with the appfication (NNTP, SMTP.
POP3. etc.) etc.

The CNO may require the use of DHCP client software which it has determined is
compatible with the TPRIA service.

The CNO is responsible for responding to Subscriber DHCP request with the information
detailed in section 5.6.2

5.8 Modem Network: Configuration

Modem configuration and management is the responsibility of the CNO. Modem
configuration is provided by the CNO DHCP and lFTP servers in accordance with
DOCSIS cable modem specifications.

The CNO may implement the business polities that are refleaed in the cable modem
configuration. Examples may inaude port filters, speed Iimls. etc.

5.9 ARP

ARP requests are intercepted and answered by the CMTS. ARP requests are not seen
by other devices on the DOCS.

6 Operational Analysis

6.1 Device Startup

6.1.1 Modem boot

VVhen a cable modem boots it starts by broadcasting a DHCP request from its cable port.
This request is forwarded by the CMTS (If I is routing) or the POI router (rt the CMTS is
not routing) to the DHCP server, and the reply is sent back to the CM. This reply contains
the information that the CM needs to estabHsh basic IP connectivity.

Next the CM connects to a TFTP server maintained by the CNO and downloads the rest
of its configuration from there. When that has completed the CM is ready to bridge
packets to and from the SubSCllbe(s PC.

REVISION: 2 1
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6.1.2 PC Boot

The Subscriber's PC should be booted only when the cable modem Is operating.

When the Subsaiber's PC has booted, It broadcasts a OHCP request on the Subsaiber's
Ethernet LAN. The eM bridges that broadcast to the DOCS. where it Is picked up by the
POI Router or CMTS (as In 6.1) and the response Is sent back to the Subscriber's pc.

6.2 Unicast Packet Flow

6.2.1 Int.-net to Subscriber

Packets from the public Internet are routed to the Subscriber's ISP in the usual fashion.
The ISP maintains static routes for each POI to which it connects. The POI router
maintains an ARP table used to send each packet to the appropriate Subscriber.

6.2.2 Subscriber to Int.rnet

The Subscriber's PC sends Intemet-destined packets to is default gateway which Is the
POI router if the CMTS is configured as a bridge, or the CMTS itself if it Is configured as a
router. In the latter case, the CMTS passes the packet back to the POI router.

The POI router examines the source address of each Incoming packet. detennines which
CIDR block it Is part of, and sends the packet to the Customer which allocated that CIDR
block to the CNO. The Customer routes the packet to the public Irtemet.

XMITPC

ARP for default gateway
MACadcfress
(POI Router)

SendApp
Data Packet

RCVARP

SendC8Ched
response

RCVfrom
upstream

POI Router
Customer

outer
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6..2.3 Subscriber to Subscriber (Same ISP)

Subsaibers who are Customers of the same ISP and served by the same RSAN may or
may not be on the same subnet.

If they are on the same subnet then the process looks ike this:

XMITPC

ARP for default gateway
MAC address
(POI Router)

5endApp
Data Packet

ReevPC

RCVARP

Send cached
response

RCVApp
Data Packet

• FIglr8 6.2 Sd:lsaIJer to Sd:lsaIJer - Serne ISP

If the ISP has provided more than one subnet for use on the RSAN then I is possible for
two Subscribers of one ISP. on one RSAN. to be on different subnets. That case is
functionally identical to the instance of two Subsaibers of different ISPS on one RSAN.
described in section 6.2.4.

6.2A Subscriber to Subscriber (Different ISPs)

The CMTS on an RSAN may be configured to operate as a bridge or as a router. If the
CMTS is configured as a bridge then the process looks like this:

--_.._---------------
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XMITPC

ARP for derauIt gateway
MAC IIddress
(POI Router)

SendApp
Data Packet

RCVARP

Send cached
response

POI Router

TEKTON I«ERNET ASSOQAlES

RecvPC

RCVApp
Data Pad

• Figure 6.3 Different ISP. Bridged

If the CMTS is configured to ad as a router then the process looks Hke this:

XMIT PC CMTS Recv PC

ARP for defaul gateway
MACadchss
(POI Router)

RCVARP

SeodApp
Data Packet

Send cached
response

RCVfrom
upstream

Route
Packet

Send
downstream

RCVApp
Data Packet

• FlglI'e 6.4 Dilferent ISP - Routed

6.2.5 Subscriber to Non-Subscriber (Same ISP)

This is functionally equivalent to 6.2.2. There is no special handling for this case.
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6.2.6 Subscriber to Non-Subscrlber (D1IfeIwIt ISP)

This is functionaRy equivalent to 6.2.2. There is no special handling for this case, even if
the destination ISP Is directly connected to the Subscribers POI router the packet wiD sliD
be routed to the SUbsaiber's ISP.

6.3 Broadcast Packet Flow

Careful consideration must be given to the handling of broadcast traffic. Unrestricted
broadcast leaves the networK open to denial of service at the very least, but some
broadcast ability is necessary to make possible required protocols such as ARP and
DHCP.

It is essential that the CMs filter replies from Subsaiber PCS to DHCP requests.

It is strongly recommended that the CMs also filter aD broadcasts out from Subsaiber pes
exceJt ARP and DHCP, and all broadcasts in to Subscriber Pes.

6A Multicast Packet Flow

Multicast IP is not supported by this product.
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CCTA Submission to CRTC
In Response to Telecom Decision 98-9

Technical Report on the Status of Implementation of Access
For Internet Service Providers

1. This report outlines the status ofimplementation ofaccess to the cable network
operators' high-speed Internet subscribers by competitive Internet service
providers. The report provides an update on technical progress made since the
CCTA's August 10 report to the Commission.

2. The report reviews the technical decisions taken by the CAIP/CCTA working
group, which consists ofrepresentatives from Internet service providers and from
the cable industry. The technical working group meetings have also been
attended by CRTC staff representatives. Significant progress toward the
implementation ofthird-party residential Internet access has been achieved over
the last three months through open and productive technical discussions.

3. For reference, a diagram has been provided on page 3 showing the cable network
operators' access infrastructure as used for the delivery ofInternet services. This
diagram depicts interconnection to third party ISPs through a policy-based router.

4. The technical solution for interconnection is being developed specifically to
support the Canadian requirement, in the absence ofa regulatory requirement for
interconnection to cable network operators" networks in any other jurisdiction.

Technical Work in Progress

5. As mentioned in the August 10 report, there are three key areas oftechnical
development in support of the implementation ofaccess by competitive ISPs.
The first ofthese is the availability of industry standard nOeSIS modems. The
second is the development and testing ofappropriate technology at the router
point of interconnection (pOI). The third is the development and testing of
implementation plans that reflect the business processes to support the
deployment of commercial service.

noeSIS Modem Availability

6. nOeSIS version 1.0 cable modems and cable modem termination systems are in
the process ofcertification testing overseen by CableLabs, the research and
development arm ofthe North American cable industry. Some Canadian cable
network operators have begun deployment of pre-certification nOCSIS modems
from manufacturers and are already performing field tests. These companies will
be well positioned to quickly roll out the certified nOCSIS products once they

Re: Telecom Decision 98-9
Page 10f6

CCTA
Technical Report

November 10, 1998



become available. Volume rollout ofcertified DOeSIS modems is expected in
1999.

Point of Interconnection

7. The work ofthe eAIP/CCTA technical group for the last three months has
focussed on the point ofinterconnection. At the August 25 meeting, the
alternatives presented in the eCTA August 24 report to the CRTC were
discussed. These options were:

1. VLAN
2. IP Tunneling
3. Policy-Based Routing
4. User-Driven Policy-Based Routing

8. The group decided to review the pros and cons of the four options at its next
meeting.

9. At the September 22 meeting ofthe CAIP/CCTA technical working group, an
analysis of the four technical options was reviewed. After considerable
discussion, it was decided that the policy-based routing option had the best chance
of a successful implementation, confirming the CCTA's original
recommendation.

10. Once the fundamental technology at the point ofinterconnection was confirmed,
the group decided to proceed with a network design for the point of
interconnection. This is a key subsystem in the current plan for interconnection.
A sub-working group consisting ofrepresentatives from Netcom, Tekton Internet
Associates and the CCTA was formed to create a proposal for consideration by
the rest ofthe group.

11. The sub-working group met on October 7 and October 16 for the purpose of
reviewing and editing a draft network design created by Tekton Internet
Associates on behalfof the eCTA Most ofthe discussion concerned the location
of the provisioning and management demarcation points.

12. The draft version of the report was presented to the entire CAIP/CCTA technical
group at a meeting on October 20. At that time, members ofthe sub-working
group answered questions from the group as to the specific reasoning for design
decisions taken. The group then approved the design. The consensus document
is appended to this report.

13. Also at the October 20 meeting, the CAIP/CCTA group tasked the same sub
working group to prepare a test plan for the router point of interconnection. This
test plan is to be developed at team meetings to be held on November 2,
November 6 and November 13. It will be reviewed at the meeting of the
CAIP/CCTA group on November 17.

November 10, 1998Re: Telecom Decision 98-9
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14. Once the test plan is approved, testing of the router point of interconnection can
begin. This relatively new technology has not been used before in a cable
network for high-speed Internet access. The viability ofthis alternative for
interconnection must be verified in a laboratory setting. Work will continue in
parallel on the development ofbusiness processes for interconnection.

I POLICY-BASED ROUTER I

CABLE MODEM
TERMINATION SYSTEM

••
AMPLIFIER

AMPLIFIER

I
I
I

-------_- 1

IP CONNECTIVITY
TO ASINGLE

RESI~~

-----------------------.--

- - - - - - - - - - - - - - - - - - - - - - - - _I
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Development of Business Processes

15. At the October 20 CAIP/CCTA meeting, CCTA presented a timetable for the
development ofbusiness processes toward implementation ofthird party access.
In order to accelerate the process, a two-traek schedule has been developed.

16. A flowchart showing the two-track schedule for testing and design is presented on
page 5 of this report, including target dates for starting and finishing each stage.

17. The schedule has a design track and a testing track. The testing track is to begin
in November with the testing of the router point of interconnection. During this
stage, the policy-based router design for the point of interconnected will be tested.

18. The second phase of testing involves a captive laboratory test of the provisioning
system to be used by the ISPs and the cable network operator. During this phase,
no live cable modem subscribers will be interconnected but a cable network
operator will connect remotely to an ISP test system and will provision subscriber
PCs in the lab.

19. The third phase of testing will use equipment in the field, connected to a cable
network operator's live network. The CNO will interface to an ISP using the
processes that are to be used in the commercial implementation.

20. The design track, which is to proceed in parallel with the testing track, begins
with the development ofthe service architecture. The service architecture, and its
associated test plan, are inputs to the lab test plan.

21. The next stage in the design track is the development of business processes to
support commercial implementation and the associated test plan for these
processes. These are the inputs to the field testing. It is important to note that this
phase is likely to require significant modifications to the cable network operators'
existing information technology infrastructure.

22. With the successful completion ofthe field test, both Internet service providers
and cable network operators will gain confidence in the business processes
designed for commercial deployment of third party access.
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Summary and Next Steps

23. The CAIP/CCTA technical group has made significant progress toward the
implementation ofthird party access to cable network operators' high-speed
Internet subscribers. The method ofinterconnection has been selected, and a
network design for that point of interconnection has been approved.

24. The next steps for the group are the development ofa test plan for the point of
interconnection, and the execution ofthe test ofiliat point ofinterconnection. In
parallel, the service architecture will be developed.

25. The progress ofthe CAIP/CCTA technical group can be attributed to a clear focus
on the task at hand by a group ofrepresentatives who are oriented to making third
party access a reality. The group represents the most efficient mechanism for the
development ofbusiness processes to support third party access.
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