
Appendix C
Balancing the Type I and Type II Error Probabilities

of the
Truncated Z Test Statistic

This appendix describes a the methodology for balancing the error probabilities when the
Truncated Z statistic, described in Appendix A, is used for performance measure parity
testing. There are four key elements of the statistical testing process:

I. the null hypothesis, Ho, that parity exists between ILEC and CLEC
services

2. the alternative hypothesis, H., that the ILEC is giving better service to
its own customers

3. the Truncated Z test statistic, ZT, and
4. a critical value, C

The decision rule' is

• If

• If

then

then

accept H•.

accept Ho.

There are two types of error possible when using such a decision rule:

Type I Error: Deciding favoritism exists when there IS, III fact, no
favoritism.

Type II Error: Deciding parity exists when there is, in fact, favoritism.

The probabilities of each type of each are:

Type I Error:

Type II Error:

a. =p(ZT < c IHo)'

13 = p(ZT ~ c IH.).

In what follows, we show how to find a balancing critical value, Ca, so that a. = 13.

General Methodology

The general form of the test statistic that is being used is

1 This decision rule assumes that the smaller a performance measure is, the better the service. If the
opposite is true, then reverse the decision rule.
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where

T-E(TIHo)
Zo = SE(TIHo) ,

T is an estimator that is (approximately) normally distributed,

E(T IHo) is the expected value (mean) of T under the null hypothesis, and

SE(T IHo) is the standard error of T under the null hypothesis.

(C.l)

Thus, under the null hypothesis, zo follows a standard normal distribution. However, this
is not true under the alternative hypothesis. In this case,

T-E(TIH.)
z = "
• SE(TIH.)

has a standard normal distribution. Here

E(T IH.) is the expected value (mean) of T under the alternative hypothesis, and

SE(T IH.) is the standard error of T under the alternative hypothesis.

Notice that

p=P(zo > c IH.)

=p(z > cSE(T IHo) + E<.T IHo) - E(T IH.))
• SE(T IH.)

(C.2)

and recall that for a standard normal random variable z and a constant b, P(z < b) =

P(z> -b). Thus,

a: =P(zo < c) =P(zo > -c) (C.3)

Since we want a: = p, the right hand sides of (C.2) and (C.3) represent the same area
under the standard normal density. Therefore, it must be the case that

cSE(T IHo)+ E(T IHo)-E(T IH.)
-c

SE(TI H.)

Solving this for c give the general formula for a balancing critical value:
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E(T IH.)- E(T IHo)

C
B = SE(T IH.) +SE(T IHo)

The Balancing Critical Value of the Truncated Z

In Appendix A, the Truncated Z statistic is defined as

'LWjZ; - 'LWjE(Z;IHo)
ZT = j j

~~W;'Var(Z; IHo)

In tenns of equation (C. I) we have

T= 'LWjZ;
j

E(TIHo)= 'LWjE(Z;IHo)
j

SE(TIHo)= 'LWj'Var(Z;IHo)
j

(C.4)

To compute the balancing critical value (C.4), we also need E(TIH.) and SE(TIH.).

These values are detennined by

E(TIH.) = 'L WjE(Z; IH.), and
J

SE(TIH.)= 'LWJ'var(Z;IH.).
j

In which case equation (C.4) gives

(C.5)

Thus, we need to detennine how to calculate E(Z; IHo), Var(Z; IHo), E(Z; IH.), and

Var(Z; IH.). These values depend on the distribution of Zj (see Appendix A) under the

null and alternative hypotheses.

One possible set of hypotheses, that take into account the assumption that transaction are
identically distributed within cells, is:
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H 2 _~ 2
0: Illj = 1l2j, alj - v2j

Under this null hypothesis, Zj has a standard normal distribution within each cell j. In
which case,

Under the alternative hypothesis, Zj has a normal distribution with

"'PI; +n2j

nlJ + n 2;

In general, the mean of a normal distribution truncated at 0 is

o

J X 1.(,_")2M (/l,a) = r::;- exp(- 2 a )dx,
~ ,,21ta

and the variance is

o x2 2

V(/l,a)= f r::;- exp(-+(¥) )dx-M(/l,a)2
~ ,,21ta

It can be shown that

and

V(/l, a) = (/l2 + ( 2)<1>( -;:') -/la,(~) - M(/l, a)2

where <1>0 is the cumulative standard normal distribution function, and ,0 is the
standard normal density function.
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Using the above notation, and equation (C.5), we get the formula for the balancing critical
of ZT for the alternative hypothesis defined above.

(C.6)

This formula asswnes that Zj, is approximately normally distributed within cell j. When
the cell sample sizes, nlj and n2j, are small this may not be true. It is possible to
determine the cell mean and variance under the null hypothesis when the cell sample
sizes are small. It is much more difficult to determine these values under the alternative
hypothesis. Since the cell weight, Wj will also be small (see Appendix A) for a cell with
small volwne, the cell mean and variance will not contribute much to the weighted swn.
Therefore, formula (C.6) should provide a reasonable approximation to the balancing
critical value.

Determining the ParaiDeters of the Alternative Hypothesis

In this appendix we have indexed the alternative hypothesis by two sets of parameters, Aj
and oj- While statistical science can be used to evaluate the impact of different choices of
these parameters, there is not much that an appeal to statistical principles can offer in
directing specific choices. Specific choices are best left to telephony experts. Still, it is
possible to comment on some aspects of these choices:

• Parameter Choices for Aj. The set of parameters Aj index alternatives to the
null hypothesis that arise because there might be greater unpredictability or
variability in the delivery of service to a CLEC customer over that which
would be achieved for an otherwise comparable ILEC customer. While
concerns about differences in the variability of service are important, it turns
out that the truncated Z testing which is being recommended here is relatively
insensitive to all but very large values of the Aj. Put another way, reasonable
differences in the values chosen here could make very little difference in the
balancing points chosen.

• Parameter Choices for OJ. The set of parameters OJ are much more important
in the choice of the balancing point than was true for the Aj. The reason for
this is that they directly index differences in average service. The truncated Z
test is very sensitive to any such differences; hence, even small disagreements
among experts in the choice of the OJ could be very important. Sample size
matters here too. For example, setting all the OJ to a single value - OJ =
o- might be fme for tests across individual CLECs where currently in
Louisiana the CLEC customer bases are not too different. Using the same
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value-of 15 for the overall state testing does not seem sensible, however, since
the state sample would be so much larger.

The bottom line here is that beyond a few general considerations, like those given above,
a principled approach to the choice of the alternative hypotheses to guard against must
come from elsewhere.
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Appendix D. Trimming Outliers for Mean Measures

The arithmetic average is extremely sensitive to outliers; a single large value, possibly an
erroneous value, can significantly distort the mean value. And by inflating the error variance,
this also affects conclusions in the test of hypotheses. Extreme data values may be correct, but
since they are rare measurements, they may be considered to be statistical outliers. Or they may
be values that should not be in the analysis data set because of errors in the measurement or in
selecting the data.

At this time, only two mean measures have been analyzed: Order Completion Interval and
Maintenance Average Duration. Maintenance Average Duration data are truncated at 240 hours
and therefore this measure was not trimmed further. For Order Completion Interval, the
underlying distribution of the observations is clearly not normal, but rather skewed with a very
long upper-tail.

A useful technique, coming from the field of robust statistical analysis, is to trim a very small
proportion from the tails of the distribution before calculating the means. The resulting mean is
referred to as a trimmed mean. Trimming is beneficial in that it speeds the convergence of the
distribution of the means to a normal distribution. Only extreme values are trimmed, and in
many cases the data being trimmed are, in fact, data that might not be used in the analysis on
other grounds.

In the first analysis of the verified Order Completion Interval-Provisioning measure, after
removing data that were clearly in error or were not applicable, we looked at the cases that
represented the largest 0.01 % of the BST distribution. In the August data, this corresponded to
orders with completion intervals greater than 99 days. All of these were BellSouth orders. In
examining the largest II individual examples that would be removed from analysis, we found
that only I of the I I cases was a valid case where the completion interval was unusually large.
The other 10 cases were examples of cases that should not have been included in the analysis.
This indicates that at least in preliminary analysis, it is both beneficial to examine the extreme
outliers and reasonable to remove them.

A very slight trimming is needed in order to put the central limit theorem argument on firm
ground. But finding a robust rule that can be used in a production setting is difficult. Also, any
trimming rule should be fully explained and any observations that are trimmed from the data
must be fully documented.

When it is determined that a measure should be trimmed, a trimming rule that is easy to
implement in a production setting is:

Trim the fLEC observations to the largest CLEC value from all CLEC observations
in the month under consideration.

That is, no CLEC values are removed; all !LEC observations greater than the largest CLEC
observation are trimmed.

D-I



While this method is simple, it does allow for extreme CLEC observations to be part of the
analysis. For instance, suppose that the amount of time to complete an order was less than 40
days for all CLEC orders except one. Let's say that this extreme order took 100 days to
complete. The trimming rule says that all ILEC orders above 100 days should be trimmed, but a
closer look at the data might suggest trimming at 40 days instead.

Since we are operating in a production mode system, it is not possible to explore the data before
the trimming takes place. Other automatic trimming rules present other problems, so our
solution is to use the simple trimming rule above, and have the system automatically produce a
trimming report that can be examined at a later point in time.

The trimming report should include:

• The value of the trim point.
• Summary statistics and graphics of the ILEC observations that were trimmed.
• A listing of the trimmed ILEC transaction for a random sample of 10 trimmed

transactions. This listing should not disclose sensitive infonnation.
• A listing of the 10 most extreme CLEC transactions. This listing should not disclose

sensitive infonnation.
• The number of ILEC and CLEC observations above some fixed point, so that changes

in the upper tail can be better tracked over time.

The trimming report should be part of the overall report discussed in Appendix D. Examples of
tables contained within the trimming report are shown below.

ADrllXXXX
Performance Measure Extreme Values

Cutoff 26 Cutoff 26
# of Records 20,573 , of Records 367,065
10 Largest Extreme Values 652

Minimum 19 Minimum 27
Median 23 Median 32
Maximum 26 Maximum 283

I~""""I 20 117• ~u"""1 -41'

ADrll XXXX
Performance Measure Weiahtina Reoort

# of Records
No Matching eST

Classification (1)
Su.....·1

20,573

47
20'''''

.. of Records
No Matching ClEe

Classi1lcalion (2)
I~""-I
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·
April XXXX

Peronnance Measure Filtering Infonnation

This table displays information about the size of the database files and the cases that were removed from ttle analysis.

....
Unflttered Total 28,8'1 UnfllterH Totill 453,107

Recorda Removed for BUlin... Ranon. 7,242 Recorda Removed for SUIlnep R.nons 18.813
(•. g. not N, T, C, or P orders, not resale and not UNE) (e.g. not N. T. C, or P amm. not retail)

Tnt•• , 'nnW.hR.nn" " ... ITnta, 'nnW.hR.no" .....,
Addttional Recorda Removed for SUllne" Addltlonlll Record, RM\Oved for SUllne..
Re.son. 878 R....,.. 7,429

Missing Appointment code is'S' 844 Missing Appointment code is '8' 7,172
General Class Service ='0' 0 General Class Service = '0' 279
UNE Cases 102

Recorda Removed for StatisUcal Reasons Recorda Removed for Statlatlcal R.asons
Extreme ValulS Removed 0 ExtIwme Velu.. Removed 852

Nn 47 Nol 21.974

FilTERED TOTAL 20526 FilTERED TOUl 3444'01

CLEC Extreme Values

Wir. Center TImo Disooteh R••ldence Clrcuita Order TVD8 Orde, Interval
1 1 , 1 N "H' 1 , 1 1 " "1 , 1 AA

N
T 1

1 1 1
1 1 3 N 32

INIM"lRLAMA 2 1 , 1 N 32
1 1 , 1 N OR

Frequency of Extreme Values Removed from SST file (Top 10)

Wi-"·nto• TImo n'·....h R··ld.n~. CI~"" n ..... Tv.. F~"·n~, 3
2 1 3 25

lTRGLASB 2 1 3 1 C 23, 1 3 1 C 23
1 1 , 1 C ", 1 , 1 " ,., 1 , 1 " 17

1 1 , 1 " ,.
LFYl1..AMA 1 1 3 1 C 15, , , 1 C '4
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Reporting Guidelines

The general structure for reporting statistical results in a production environment will be the
same for the different measures and will consist of three components. For each measure, we will
first present the monthly test statistics over a period of time. Following this will be the results
for the current month, with summary statistics, test statistics, and descriptive graphs. Finally, the
third component of the reporting structure is a summary of any adjustments to the data made in
the process of running the tests, mainly including a description of how many records were
excluded from analysis and the reason for the exclusion (i.e., excluded due to business rules, or
due to statistical/methodological rules pertaining to the measure). This component is important
to assure that the reported results can be audited.

Selected components of the reporting structure are illustrated in the samples that follow. An
outline of the report is shown below. Monthly results will be presented for each level of
aggregation required.

I. Test Statistics Over Time
II. Monthly Results

A. Summary Statistics
B. Test Statistics
C. Descriptive Graphs (Frequency Distributions, etc.)

III. Adjustments to Data
A. Records Excluded Due to Business Rules
B. Records Excluded Due to Statistical Rules

Test Statistic Over Time. The first component of the reporting structure is an illustration of the
trend of the particular performance measure over time together with a tabular summary of results
for the current month. We will show at a glance whether the tests consistently return non­
statistically significant results; consistently indicate disparity (be that in favor of BellSouth or in
favor of the CLECs); or vary month by month in their results. An example of this component
follows.
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Notional Performance Measure
Through April XXXX

Differences Between Test Statistic and Balancing Critical Value

Notional Resulu
or Illustration ani

2.5

2

~

i:: 1.5
E.. 1
~

"E 0.5".",
=! 0
til
~

'" -0.5...
=e -1

l:!! -1.3
is -1.5

-2

-2.5
May Juo Jol Aug Sop Oct Nov Dec Jao Fcb

•
!

0.8 'I
~

Mar Apr

Month

Result for Current Month
Test Statistic 0.410
Balancing Critical Value -1.210
Difference 0.800

Monthly Results. The most important component of the reporting structure is the part which
presents results of the monthly statistical tests on the given performance measure. The essential
aspects included in this component are the summary statistics; the test statistics and results; and
descriptive graphs of the results.

It is important to present basic summary statistics to complete the comparison between BellSouth
and the CLECs. At a minimum, these statistics will include the means, standard deviations, and
population sizes. In addition to basic descriptive statistics, we also present the test statistic
results. Examples of ways we have presented these statistics in the past can be found in
BellSouth's February 25, 1999 filing before the Louisiana Public Service Commission.

Finally, the results will be presented in graphical format. Below is an example of how to
graphically present the data behind the Truncated Z statistic. One graph shows a plot of cell Z
score versus cell weights. The other is a histogram of the weighted cell Z scores.
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Adjustments to Data. The third important component of the reporting structure is information
on any adjustments performed on the data. This information is essential in order that the results
may be verified and audited. The most prevalent examples of such modifications would be
removal of observations and weighting of the data.

Records can be removed from analysis for both business reasons (these will likely be taken into
account in the PMAP system) and for statistical reasons. All of the performance measures
exclude certain records based on business rules underlying each measure's particular definitions
and methodologies. The number of records excluded for each rule will be summarized. In
addition, some of the measures will have observations excluded for statistical reasons,
particularly in the case of "mean measures" (Oel and MAD); these exclusions will be
summarized as well. The tables below show examples of the current method for summarizing
this information:

April XXX)(

Peronnance Measure Filtering Infonnatlon

This table displays information about the size of the database files and the cases that were removed from the analysis.

,900

Unflltered Total 28,881 Unflltered Total 453,107

Records Removed for Sualn.. R...ona 7,242 Recorda Removed for Buslnea Reason. 78,813
(e.g. not N, T. C, or P on1ers, not ",..Ie and not UNE) (a.g. not N, T, C, or P orrIers, not "'/siQ

ITota11 I on Wob Ronart 21.<1"8 IT_. , ft. Wob Ronart '7AA"

AddlUonal Records Ramoved for BUlin... Addltlonol RecOrdl Romoved for BUlin...
Reasons 878 ROIIOno 7,429

Missing Appointment code is'S' 844 Missing Appointment code is'S' 7,172
General Class Service = '0' 0 General Class Sorvice = '0' 279
UNE Cases 102

Records Removed for Statistical Reasons Recorda Removed for Sbltlstlcal Reasons
Extreme Values Removed 9 Extreme V.lu.. Removed 852

INft A7 'Nft 21.07A

FILTERED TOTAL 20517 FILTERED TOTAL 344439
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