
service of every other ISP on the channel. If every ISP has homogeneous customers, all doing
one thing such as cruising the web, then the service might work. But different ISPs will offer
different services. One might specialize in streaming video, and use more bandwidth as the other
ISPs. If one entity is not in charge of the entire shared service and facility, each individual
service becomes unpredictable.

No company would share their internal Ethernet local area network (LAN) with an
unknown set of other companies. If the company next door was a video production house,
moving huge files between servers, the fIrst company would experience intolerably slow service.
Within one company, one person is in charge of the applications and performance of the network.
If no one has an overview of all of the services and applications (the case with the proposed
Ordinance), the customers will be unhappy. Despite new protocols such as Ethernet PPP (which
divides the LAN into smaller tunnels), the LAN results are too unpredictable to run a business.
Similarly, sharing the DOCSIS channel to the home is too unpredictable to run an ISP business.

Another significant technical feasibility issue which arises when equipment is shared
among competing ISPs involves the question as to who runs, provisions, sets rules, etc., for the
shared pipes. Under today's ground rules, @Home, RoadRunner, or a similar entity manages the
CMTS and routers for the MSOs. This allows for national monitoring centers, IP address space,
and other cost saving measures, across multiple MSOs. In the hypothetical forced access world
under the Ordinance, the Commission may well decide that having one ISP control equipment
shared by other ISPs (especially in light of the fairness issues discussed above) is not appropriate,
and that such control should lie with the MSOs. However, the MSOs do not have the Internet
trained staff to handle these functions, and are not in a position to hire them (not only because
this talent is exp~nsive, but it is just not available).

Existing services are affected by an unpredictable pipe, but new services are debilitated
by it. There is a class of services known as QoS (Quality ofService). An example is IP
Telephony, with IP video telephony and other variations. In a shared DOCSIS pipe, nonnally
every connection gets about the same service, known as best-efforts. A packet of data is
presented to the system, and the system makes its best efforts to deliver it. There may be delays
(latency) as the packet waits for system resources to become available, or the packet may be
dropped (due to congestion or other factors), and it is retransmitted (this is the "TCP" part of
"TCP-IP", the Internet protocol) when this is detected at the receiving end and communicated to
the transmitting end. The problem is that some services, such as telephony I cannot stand much
latency, and cannot tolerate lost packets or re-transmission delay. The DOCSIS protocol allows
the CMTS to set aside some bandwidth, on an as-needed basis, for QoS connections. But as
bandwidth is set aside for QoS connections (e.g., taken out of the sharing pool), less is available
for the bandwidth shared by all ISPs. The MSO's assumption is that it will ron both the QoS and
non-QoS services, and make the calls about fairness (bow much is available at any instant for
each). If there are unhappy customers, they are for the MSO to handle. If a QoS service by the
MSO causes 300 unhappy ISPs, the results are unpredictable. Billing and provisioning systems
(which are also part of feasibility) are undeveloped for multiple QoS shared networks. This
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would delay competition to the telephone companies (for which QoS is needed), and has
significant fairness questions (bits delivered for bits paid). In some cases, the Conunission
would be requiring the sharing of equipment not owned by the MSO (but by the ISP Channel, for
example). Moreover, the infeasibility of such an arrangement from a technical standpoint may
be overshadowed by the virtual impossibility ofcreating a local regulatory regime that could
satisfy all ISPs and customers that they are being treated fairly.

Another new service which would be delayed or debilitated is Multicast. Broadcast is
when everyone receives a signal even if no one has tuned it in (the normal case with television);
Unicast is when one person receives his own signal meant just for him or her (the nonnal
situation with a data connection or a phone call). Multicast is an in-between situation where
more than one modem in a fiber node receives the same data packets. For example, there was the
famous Victoria's Secret fashion show earlier this year. Many people requested the same video
stream at the same time. Normally, everyone would receive their own data stream from the
fashion show server. But a smarter technique is to send one data stream out, splitting it where
needed, so it arrives at every node or router which has someone tuned in. If a node does not have
anyone requesting the signal, it does not have the stream present. But nodes with at least one
requestor on it do. And if more than one person in a node has requested the stream, only one
copy is present and all requesting modems are given the key to decrypt the stream. This is much
more efficient than sending everyone their own stream. The problem with more than one ISP
sharing the same piece of spectrum is that Multicast will probably not work, because keys are not
shared between ISPs, and each ISP would arrive at the node or interconnection point with its own
copy of the bit stream. More time is needed to study the situation, but at first glance Multicast
would not work.

Moving up another level in the technical structure to find a potential interconnection
point, the router and MAN might be shared amongst ISPs. Here the Commission definitely
would be requiring the sharing ofnon-MSO equipment (e.g., equipment owned by @Home and
RoadRunner), in addition to the MSO's equipment. This has all of the problems noted directly
above with sharing of the CMTS, except that MAN sharing rules would also be needed. Again, it
is technically possible for the bits that one customer transmits into his or her cable modem to
appear at the location of the ISP ofhis or her choice anywhere in the Metropolitan area. It is just
not feasible to have thousands ofcustomers, choosing amongst thousands of ISPs, each with
unpredictable services, with QoS services layered on top, to share bandwidth and equipment
More expensive equipment still under development might also be needed. For example,
normally a router looks at the Internet Protocol (IP) header to determine where to send a packet
(destination routing). If I send you a packet, it just has to know where you are. But one solution
to open access would require source routing. Here, it is not enough to know where a packet is
destined, but the router must also look at who sent it (the source), to determine which ISP to use
in routing it to the destination. If I send you a packet, the router must know it came from me,
because I use a different ISP from my neighbor. With one ISP, there is no confusion. The
equipment to do this for multiple ISPs on a large scale is not commercially available today.
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In addition to the technical obstacles of interconnection at this level, it is doubtful that a local
government has the authority to command the use ofnon-MSO Internet facilities relied on by
local cable operators. 4

Moving up the network one final level, open access could conceivably be gained at the
national interconnection points - the MAEs and NAPs. This is in fact where ISPs interconnect
today. However, these points do not belong to and are not controlled by cable operators, and are
clearly beyond the regulatory authority of local government. The largest ISPs have so-called
"peering agreements" - where traffic is exchanged at no charge to either party. Smaller ISPs pay
the larger ones for the right to interconnect. Every company has its own cage ofequipment
(locked), and the facility provides a common interconnection bus to which everyone connects.
The facilities are built to host dozens of companies, 24 hour access is provided, along with
power, fire protection, etc. These locations are mentioned, because they provide a snapshot of
how huge and unrealistic a physical arrangement might be required at every point of Ordinance
required interconnection - the fiber hub, headend, or MAN location. However, this type of
arrangement is completely impractical for a fiber hub or headend location.

In conclusion, there is great ambiguity in the phrase "technically feasible," and although
some will argue that there are many such points in a network, there are none. At any point of
interconnection (except for the national MAEs and NAPs, which were built for such a purpose
and are on the network not. owned by the MSOs), there are unanswered questions of space,
powering, access, fire control, additional expensive equipment (more elaborate routers or
tunneling software). Provisioning and billing systems are still underdevelopment New
competitive services such as IF telephony would be obstructed by undefined sharing of shared
infrastructure, and there would be significant chilling of capital deployment in Miami-Dade
County. The competitors to cable, in an effort to slow down or cripple this nascent Broadband
service, are leading the fight for forced access, and the competitors to cable would be the only
beneficiaries of forced access, not the consumers.

CONCLUSION

The Miami-Dade Board ofCounty Commissioners has an opportunity to send a strong
message to the cable television and communications industry that it supports and encourages the
investment in Broadband infrastructure to bring the benefits of technology in the emerging
Information Age to the residents and businesses of Miami-Dade County. Miami-Dade County's
franchised cable television operators are committed to making large private capital investments
in the community to provide high-speed Internet access services, advanced cable television
offerings and competitive local telephone services. While the proponents of the "forced access"

The FCTA and its members represented herein expressly deny that a local franchising
authority has the authority to impose the forced access requirement at any potential
interconnection point, including points on the MSO's side of the technical structure.
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Ordinance claim that time is of the essence in tenus ofprotecting consumers, nothing could be
further from the truth. Consumers benefit when there are multiple choices, creating price
competition and higher quality services.

The rhetoric surrounding this issue is intense. The Miami-Dade Board of County
Commissioners must step back and review the negative impacts of the proposed Ordinance on its
residential and business users ofcommunications services as well as the chilling effect on
infrastructure investment. One local regulator has probably provided the best summary of the
"access" debate in an article appearing in the August 23, 1999 issue of Multichannel News
entitled "Open Access, All Politics Aren't Local." We have attached this article authored by E.
Eugene Webb, the Cable Administrator for the City of St. Petersburg, Florida. We would
encourage the Miami-Dade COWlty Board of Commissioners to consider the thoughts presented
in this article as it decides this issue.
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1 Introduction

This white paper addresses the technical aspects of the question: What would be the level ofpain
felt by the United States cable industry if the government were to mandate open access for high
speed data broadband residential access cable television networks'!. In this context pain is
directly related to actual or perceived lost money, revenues, or resources needed to implement
open access given the state of today's broadband cable modem deployments.

This paper attempts to stay close to technical viewpoints surrounding broadband residential
access systems in general, with specific focus on cable television networks. It is not the intent of
this paper to recommend policy, nor will it do diligence in assessing direct impact to the econom
ics or business models of broadband access service providers or cable modem vendors. Any cost
discussions are related to technical deployment and/or support costs.

2 Executive Summary

The U.S. Cable IndustlY, the DOCSIS standards it produced, and the compliant products pro
duced by vendors, are not prepared to implement open access provisioning for high-speed data
hroadband access over cable television networks.

After securing cable industry commitment, at most three years lead time is needed to produce
open access ready DOCSlS-based cable modem products due to standards enhancement, vendor
development, and successful certification of multiple vendors' products. For example, if U.S. pol
icy were established that mandated open access provisioning by early year 2003, the U.S. cable
industry would need to motivated and cOlllmit to begin standards enhancement in early year 2000.

To deploy and enable open access provisioning, there would be substantial technical costs associ
ated with updating and/or replacing previously deployed subscriber cable modems, updating or
replacing CATV head-end high-speed data equipment, and enhancing cable operator backend net
works and support services for multiple service provider access.

This white paper presents a technical summary only and needs to be substantiated by a business
and financial impact study.

Copyright 1999 Mark LaUbach, All rights reserved.
Non-commercial redistribution is allowed and encouraged.
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•

4

Open access provisioning is technically possible in all high-speed data broadband residential
and commercial access networks:

Cable television is not enabled and open access is difficult due to historical issues.

Digital Subscriber Loop is enabled and exploiting open access provisioning now.

Metropolitan Area Wireless services (e.g. MMDS) have no standard at this time and with
out guidance will repeat cable television issues.

• Broadband satellite systems have some open access capabilities.

An open access mandate aimed at short-term (less than three years) availability would gener
ate great technical pain for the U.S. cable industry.

To date. CableLabs and its member cable operators have not viewed open access as necessary,
hence there is no vendor support planned in customer premise or head end equipment in the
foreseeable future.

The initial release of the North American Data Over Cable Service Interface Specification
(DOCSIS) Radio Frequency Interface (RFI) (Version 1.0) specification for cable modems
does not directly support open access. The subsequent release (DOCSIS RFI Version 1.1) does
provide lower layer protocol enhancements that can be used for a version of open access pro
visioning, however no attention has been paid to open access provisioning in the development
of the specifications.

Due to the delays in achieving widespread DOCSIS RFI Version 1.0 roll out, the industry will
move rapidly to deploy Version 1.1. It is expected that the majority of the deployments
towards at the end of 1999 and early 2000 will be either Version 1.1 certified or Version 1.0
certified with capability of being software upgraded to Version 1.1. Non-upgradeable Version
1.0 cable modems would continue to operate in Version 1.0 mode.

The facilities provided by DOCSIS RFl Version 1.1 could be used to implement ideal open
access provisioning for cable television networks. However, implementation requirements
contained with the RFI specification and other DOCSIS specifications would need to be
appropriately updated to document which facilities should be engaged for the open access sys
tem: e.g. choice of IEEE 802.1p versus ATM. Previously deployed Version 1.0 cable modems
could not participate and would need to be replaced, where open access is needed. Previously
deployed Version 1.1 cable modems may lack software or hardware capabilities needed to
achieve open access provisioning with a software upgrade hence, they would need to be
replaced where open access is needed. It is also likely that head end Cable Modem Termina
tion Systems (CMTS's) would need to undergo partial hardware upgrade or complete replace
ment where open access is needed, even to support one open access provisioned cable modem.
It would be possible for an Open Access CMTS to support Open Access modems as well as
legacy non-open access modems.

Ideal Open Access Definition

For the purposes of this white paper, ideal open access provisioning for high-speed data hroad
band access networks is defined by a set of ideal technical requirements. For these requirements,
subscriber refers to the residential or commercial end user who is receiving a service (e.g. Internet

-2-

CONFIDENTIAL TW 3252452



Technical Considerations for CATV Open Access 30 May 1999

•

•

sel\'ice. lP dial tone service, packet voice service, packet video service, etc.) which is delivered
over the broadband access network; service provider refers to the organization or business which
is supplying one or more services to the subscriber; and broadband access provider is the owner
or operator of the broadband access network {ast mile facilities to which subscribers are connected
and through which services are exchanged hetween the subscriber and the service provider. The
broadband last mile facilities could be a Digital Subscriber Loop (DSL), a CATV plant (concen
tric pair), a Fiher-To-The-Curb (FTTC) plant, a wireless network, a satellite network, and in some
cases combinations of these access methods.

The requirements are labeled as R1 through R 12 for reference later in the paper:

Rl :Provider Selection: In the United States, the technical delivery of a high-speed data broad
band access facility to a residential home or commercial site allows the subscriber to be provi
sioned to the service provider of their choice, selected from a set of service providers. For
example: high-speed data (i.e. Intemet) access and potentially separately for packet voice ser
vice providcr(s) access. The number of service providers in this set may be from several to
upwards of several hundred.

R2:Multiple Providers: Extends R Ia to support multiple service providers selected from a set
of service providers and the broadband access device (e.g. cable modem) and facility would
allow a subscriber to be served by multiple providers. For example, the work IP service pro
vider for in home telecommuting, simultaneously with an Internet service provider for private
non-work related Internet access, and a packet voice provider for voice services, with potential
of a different service provider for each enabled phone service.

R3: Ability 10 Provide: A service provider is technically able to offer service to their customer
via any high-speed data broadband access network that reaches that customer. Actual delivery
of services will be dependent on a number of factors including backend network access,
access network physical deployment issues, tariffs, quality of service needs, franchise rights,
settlement fees, etc.

R4: BandwidthAliocation: The broadband access network should SUppOlt service contracts
and provide reserved individual or aggregate data rate to a suhscriher or service provider. The
allocated bandwidth may be statically provisioned or changed dynamically through signaling
with the subscriber or service provider. The broadband access network system should support
a range of data rate allocations that may be contracted between the service provider and the
subscriber. For example, Internet data access may offer a best effort service with contracted
minimum and maximum data rate delivery and/or delay agreements: e.g. 386 Kbps or 1.5
Mbps full duplex Internet data service with or without a Committed Information Rate (CIR)

R5: Quality a/Service: The hroadhand access network should support specific Quallty of Ser
vice (QoS) attributes for specific services (e.g. delay, jitter, and error rate) which meet the sub
scriber's needs of that service. For example, a 64 Kbps constant bit rate with low delay and
jitter per offhook packet voice connection while the call is in progress, etc. The Quality of
Service required could be statically provisioned or may be changed and negotiated dynami
cally through signaling with the subscriber or service provider.

R6: Subscriber Containment: The broadband access network must contain and limit abusive
suhscrihers: a suhscriher in one service should not he ahle to ahuse their services so as to
interfere with the services being provided to another subscriber in the same or different ser-
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vice; e.g .. a large tile transfer by one cable modem user should not inteltere with the voice call
from another cable modem user.

R7: Provider COFlwinmelll: The broadband access network must contain and limit abusive ser
vice providers; a service provider should not be able to abuse their services so as to interfere
with other services or subscribers of other services.

R8: Link Privacy: In the case of shared media or publicly propagated media, high-speed
hroadhand acces.s networks (e.g. cahle television, wireless), communications over that media
exchanged between the subscriber premise equipment and the head-end, must employ crypto
graphic techniques at the data link layer to provide a high degree of privacy for individual sub
scriber communications. Note this is link privacy only to dissuade promiscuous observation
by other parties connected to the same shared media, this is not an end-to-end cryptographic
solution.

R9:User Content Preservation: User information contained in packets and packet headers
exchanged hetween the suhscriher's premise and the service provider are not altered hy the
broadband access network or the back end network, except as defined by protocol standards
and standards of operation of Internet gateways and routers.

RIO: Provider Address Management: The addresses used by the service (e.g. IP addresses for
Internet, phone numbers for packet voice, etc.) are managed by the service provider and not
by the broadband access network provider.

• RII: Provider Subscriber Management: The service provider is able to manage their service
to the demarcation point associated with the customer premise eqUipment. For example, the
Internet Service Provider (ISP) can manage their service delivery through the broadband
access network to the cable modem and be able to troubleshoot to the cable modem Ethernet
interface; or a Competitive Local Exchange Carrier (CLEC) can manage a voice over cable
service to the RJ II jack in the cable modem.

RI2:IP Dial Tone Service: The subscriber has the option of obtaining unblocked unrestricted
IP packet exchange for any packet submitted to and/or received from the access network
according to IP protocol standards and Internet standards for routers and gateways. That is,
broadband access network and broadband service provider will not block and/or alter IP pack
ets except according to IP routing standards. The subscriber may be subject to contracted
bandwidth allocation restrictions and admission control policies for Quality of Service. It
should be noted that most subscribers will want to take advantage of the services and content
provided by the cable operator and/or their ISP; e.g. residential subscribers seeking turn key
email, web based content, etc. However, some subscribers will want a plain IP connection (IP
Dial Tone) without additional services and features; e.g. sophisticated subscribers, small husi
nesses, larger commercial establishments, etc.

Note that it is possible to run versions of open access provisioning with less than this ideal set of
requirements.

These ideal requirements do not represent a consensus of definitions used by today's open access
providers, nor are they meant to convey an official definition in use by the govermnent or any reg
ulatory agency. They are used here to illuminate and support comparisons of different open access
provisioning methods that are discussed within this paper.
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5.1 Digital Subscriber Line

The varieties of broadband access via Digital Subscriber Line (ADSL, SDSL, G.lite ADSL, etc.)
all technically support close to if not the ideal open access system. Today's DSL deployments are
more or less following the specifications set fOith by the ADSL Forum; that is, they are following
a standard. The basis for DSL open access support is Asynchronous Transfer Mode (ATM) net
working between the subscriber premises equipment and the service provider. ATM virtual cir
cuits are straightforwardly provisioned from the ADSL modem via the broadband access network
provider, through the central office and the access network and backend networks, to the service
provider. The architecture of DSL and developed technology SUppOits open access from initial
deployment.

5.2 Fiber to the Curb

Over the past decade there has been significant development of Fiber-To-The-Curb (FTTC) tech
nologies for the delivery of voice, video, and data services to subscribers. Deployment of this
broadband access technology has slowed from initial predictions, It is likely that efforts will
renew after deployment of DSL has reach sufficient penetration. Motivation for moving to FITC
solutions include the timely replacement of aging twister pair copper plant, and the need to push
more last-mile access bandwidth closer to the subscriber. FTTC architectures are capable of sup
port ideal open access provisioning.

5.3 Metropolitan Area Wireless

The deployment of high-speed data for Internet access over wireless systems (e.g. MMDS) has
been undergoing a substantial amount of churn in the past several years. At this time, both the
market demands, service providers, and the technology appear to be better aligned for the next
attempt to grow the market. The high-speed data over broadband wireless access network environ
ment has no standard at this point in time. There are rumors that several companies will enter the
market in the near future with adapted systems using the DOCSIS RFI Media Access Control
(MAC) protocol. In contrast, Com21 is investigating entering the market with a wireless version
of its CommUNITY ATM based system. Hybrid Networks has been in the market for a several
years, has ridden the ups and downs, but does not appear to have an ideal open access solution. In
the absence of public or defacto standards and policy, the politics may select a DOCSIS based
system thereby inheriting the same lack of support for open access provisioning as the cable tele
vision specification. There is short and shrinking window in which to persuade the wireless mar
ket to adopt a more ideal open access posture.

5.4 Broadband Satellite

The deployment of high-speed Internet services via satellite transmission systems has some active
deployments to date. It is expected that there will be an increasing number of satellite based
deployments over the next several years, including changes in deployment architectures. DirectPC
is an example of a satellite-based Internet service for personal computers. Initial satellite deploy
ments provide chiefly and high-speed one-way downstream service (provider to subscriber), using
a terrestrial return path. Newer deployments will make use of two-way transmissions. Due to
propagation delays and bandwidth per transponder, there will be varying degrees of scale. It may
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be possible for satellite systems to support ideal open access provisioning, however more study is
needed in this area.

5.5 Cable Television

Today"s DOCSlS specifications come from a project which was initiated from a group called
MCNS: Multimedia Cable Network System Partners Limited: TCl, Time Warner, Cox, Comcast.
with addition pmtners: Continental. Rogers. and CableLabs helping out. They set forth to rapidly
develop the Data Over Cable Service Interface Specification: (DOCSIS) project. on behalf of the
North American cable industry. the necessmy set of communications and operations support inter
face specifications for cable modems and associated equipment. The specifications are intended to
he non-vendor-specific. allowing cross-manufacturer compatihility for high-speed data communi
cations services over two-way hybrid fiber-coax (HFC) cable television systems.

MCNS/DOCSIS was triggered by John Malone in December, 1995 in response to broadband
access competition, vendor postures, and lack of progress in public standards process taking place
in the IEEE 802 LAN/MAN committee. The DOCSIS specification was born out of an initially
very closed development effOlt by the MCNS six cable companies and selected vendors (BayNet
workslLANCity - now Nortel, GI, Broadcom) with CableLabs helping in the process manage
ment. Many vendors are participating now in a Non-Disclosure Agreement (NDA) fashion. Once
completed, DOCSIS specifications are made publicly available via www.cablemodem.com.
CableLabs maintains a strict revision and control process for updates to the specifications.

The DOCSIS project is actually a family of coordinated specifications dealing with many aspects
of a cable modem access system. The most well known specification is the Radio Frequency Inter
face (RFI) specification. The RFI specification is usually referred to as the DOCSIS Specification,
DOCSIS Version 1.0 or DOCSIS Version 1.1. DOCSIS RFI Version 1.0 was adopted by the Soci
ety of Cahle Telecommunications Engineers (SCTE) Data Standards Suhcommittee (DSS) as
their standard in July 1997. Subsequently, the SCTE selection was adopted as the U.S. position
into the ITU J.112 recommendation starting in the fall of 1997.

The DOCSIS RFI specification is based technically on an evolved LANCity based protocol with
the target having the qualities of: residentiaL low-cost, off the shelf, Internet access, interoperable
(base functions) with vendor differentiation. The architecture of the DOCSIS system is a single
large Ethernet-based bridged LAN. DOCSIS has a single ISP service provider architecture. Ver
sion 1.0 is primarily a hest effort Internet access system. Version 1.1 adds protocol support and
sufficient operation detail to provide dynamic Quality of Service facilities for packet voice ser
vices in addition to packet data services. There are other enhancements such as base line privacy,
multicast support, etc. In addition, Version 1.1 has packet recognition support for IEEE 802.1p
tagged Ethernet frames. The tagging supports both Priority tagging as well as Virtual LAN
(VLAN) tagging.

Today, CableLabs is running an impressive vendor certification process for cable modems. The
current focus is on DOCSIS Vl.0. Several vendors have just heen recently certified. The accep
tance of DOCSIS in the cable operator community is predicated on sufficient vendors being certi
fied and product being available. DOCSIS V1.0 was originally predicted to begin large roll out in
Fall 1998, however delays with vendors and the certification process itself has pushed that out at
least nine months. Summer 1999 should see the beginning of wide spread roll out in North Amer
ica of Version 1.0 modems. The first release of the DOCSIS Version 1.1 specification became
available in March 1999. It is expected that vendors will move rapidly to DOCSIS Version 1.1

-6-

CONFIDENTIAL TW 3252456



Technical Considerations for CATV Open Access 30 May 1999

capable hardware and software. DOCSIS Version 1.1 certification is dependent on CableLabs's
etlorts. Note that DOCSJS Version 1.1 certification requires DOCSIS Version 1.0 celtification;
Version 1.1 is in addition to Version 1.0 operation, not a replacement for Version 1.0 operation.
Version 1.1 is fully backward compatible to Version 1,0. Subscribers who purchase Version 1.1
cable modems can enjoy DOCSIS service anywhere provided, with Version J, I services sup
ported only on those systems which are enable for Version 1.1,

Thcre is ,mother DOCSIS RFI project dfOlt underway called Version 1.2, which adds the SUppOit
for high perfOimance upstream physical RF channels. Version 1.2 is being developed in conjunc
tion with the efforts of the IEEE 802.14 Hi Perfonnance Physical working group. Version 1.2
cable modems will need to be separately certified for Version 1.0, Version 1.1 and Version 1.2
operation, As Version 1.2 is only a physical RF channel improvement addition to Version 1.1; all
issues relating to open access provisioning for Version 1.1 will apply equally to Version 1.2.

NOTE: prior to DOCSIS being widely available, there are a number of proprietary cable modem
systems being deployed in the United States. The vendors include 3Com, ADC, Com21, Hybrid
Networks, LANCity (became Bay Networks, now Nortel), Motorola, Phasecom, Terayon, Zenith,
and others. Of these, Motorola, LANCity (now Nortel), Com21, and Terayon are the most
deployed, The number of cable modems deployed in North America is on the order of several
hundred thousand. Of these vendors, the Com21 system is the only one that directly supports open
access provisioning by use of direct Layer 2 ViItual LAN SUppOIt and ATM networking (similar to
DSL), which more or less gets close to providing the ideal open access system. At this time, there
are cable overbuilders (e.g. Knology, south east U.S.) who are using Layer 3 approaches (enumer
ated later in this paper) to provide less than ideal, but workable, open access provisioning.

6 Focus on DOCSIS RFI

This section discusses open access provisioning techniques using DOCSIS RFI based cable
modem systems. The arrangement of this section is based on the ISO networking layer, statting
with the physical RF layer up through applications.

6.1 Open Access: Layer 1 - Physical

In the DOCSIS RFI world, the physical layer of the networking stack is provided using RF chan
nels that operate within the RF spectral bandwidth of a cable television network.

In the downstream direction (head end transmitter to suhscriher receiver) the RF channels are
compatible with existing analog modulated television channels. The high-speed data channels are
digitally modulated, arc 6 MHz wide, and have a raw data carry capacity of approximately 30
Mbps using 64 Quadrature Area Modulation (64 QAM) (with an option to use 40 Mbps using 256
QAM modulation in CATV plants that have a cleaner downstream noise environment). A high
speed digital data channel uses the Satne digital modulation standard as used for digital television;
i.e. MPEG encoding. However, the lower layer of MPEG, called the MPEG Transport Stream
allows for the digital data to he typed; video has one type, DOCSIS data has another type. The
amount of available downstream RF spectrum available to all services (analog video, digital
video, data, and others) varies from system to system and cable operator to cable operator. There
is no one standard configuration or topology that is followed. In modem systems, we typically see
new deployments and upgraded system support roughly 750 MHz to 860 MHz of downstream
spectmIll, which in turn is subdivided into 6 MHz television channels. Some cable plants are

-7-

CONFIDENTIAL TW 3252457



Technical Considerations for CATV Open Access 30 May 1999

already at capacity for television distribution, leaving at most one channel available for digital
data. In the hest cases, one or two digital data channels can live in the roll oIl region at the high
end of the plant's operating bandwidth. Digital data is less sensitive in the roll off and can provide
viable service. However, there is precious little available room on at capacity plants. Some cahle
operators have many tens of MHz available in the downstream and could potentially support mul
tiple downstream high-speed data RF channels however, this ability is not universal.

In the upstream direction (suhscriber transmitter to head-end receiver), the allocated spectrum is
from 5 MHz to 42 MHz (sometimes less than 42 MHz). The selection of 5 to 42 MHz is fraught
with many problems due to ingress noise impairments from outside of the cable plant. Unfortu
nately, this RF spectrum is dirty noise wise, and presents a somewhat arduous environment for
digitally modulated signals. As such, a little less than 112 the band is mostly unusable (except on
vcry clean cable plants), leaving about 15-18 MHz of spectrum for signals. Due to the inherent
noise environment, the type of modulation used for upstream communications is less dense for
robustness reasons. In addition, RF channels are smaller in spectral width. In DOCSIS, an
upstream data channel RF spectral width can be anywhere from 200 kHz to 3.2 MHz depending
on configuration. This configuration is done at deployment time. In terms of data carrying capac
ity. a DOCSIS Version 1.0 and Version 1.1 channel will operate at approximately either 2.5 Mbps
raw or 5.0 Mbps raw on most plants. In "cleaner" plants, the upstream capacity can be doubled
per channel with a maximum of 10 Mbps in 3.2 MHz.

Note that the available RF spectrum in cable plants is highly asymmetric, with potentially up to
ten times more bandwidth in the downstream direction. This has the unfortunate effect of running
out of upstream bandwidth for high-speed data services before exhausting potential downstream
bandwidth for high-speed data channels.

When a DOCSIS Cable Modem Termination System (CMTS) is installed in a head-end, one
downstream channel is configured, along with one or more upstream channels. Specific configura
tions, number of channels, and placement of RF channels is done at installation time.

Open access at Layer 1 means that for each service provider wanting access to the cable network,
a separate CMTS and set of downstream and upstream RF channels must be allocated to that ser
vice provider. This approach does not work because: 1) there is insufficient RF bandwidth down
stream or upstream to create a single high-speed data service let alone multiple, for varying
numbers of providers; 2) by FCC regulations cable operators must control (operate) and manage
all RF transmitters attached to the cable plant so that the plant does not inadvertently radiate
unwanted signals into the community. This means that all CMTS devices must be managed and
operated by the cable operator. The CMTS design and requirements do not easily permit the
CMTS's operation to be completely divorced from the service provider using the equipment.

Observation:

• Open access at Layer 1 is not workable.

6.2 Open Access: Layer 2 - Data Link I Media Access Control Protocol

Layer 2 is called the Data Link layer and supports a variety of data link protocols; Ethernet and

the DOCSIS MAC are in this layer'. In DOCSIS RFI Version 1.0 this layer provides an Ethernet
frame based access protocol, mediated by the DOeSIS MAC. The architectural approach used

I. In comparison, in DSL services ATM also lives at this layer.
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between the CMTS and all the cable modems is that of a singlc large Ethcmet based LAN. That is
a switched/bridged large Ethernet address space supporting a single broadcast domain. In addi
tion, the bandwidth management practice of DOCSIS Version 1.0 systems is that of a best effort
system. There is little to no bandwidth allocation management, except by vendor initiative. There
is no real QoS management to differentiate services; e.g. packet data from packet voice.

DOCSlS Version 1.1 adds several important elements which can be used as foundations for open
access (although open access did not drive their existence): packet classification, QoS support,
multiple queues/services per cable modem, better support for multicast, and recognition of IEEE
S02.lIp frame tagging: Virtual LAN (YLAN) tag and a priority tag. DOCSIS Y1.1 efforts are
focused on supporting packet voice with packet data services.

DOCSlS Version 1.0 provides for an ATM cell as a MAC data packet type however, neither V 1.0
or VI.l make use of ATM cells nor is there any requirements presented in the specifications
beyond support the packet type flag. The DOCSIS RFI was not designed to support ATM service
classes; combinations of bandwidth manager and QoS control (delay, jitter, cell loss). In addition,
there is no support for any services over ATM, for example, Ethernet or Point-to-Point Protocol
(PPP) over ATM. The use of the ATM packet type and the limited support was left for a place
holder for the future. There is no apparent support by any vendor for ATM.

Review of the ideal open access requirements and their support by the DOCSIS RFI specification:

Rl: Provider Selection: Multiplexing through the Layer 2 space would allow multiple service pro
viders access via shared downstream and upstream data channels. The multiplexing ability at
Layer 2 is limited and can only be accomplished using the IEEE 802.1p VLAN tagging or by
exploiting the enhanced multiplexing of ATM. DOCSIS Version 1.1 recognizes the IEEE 802.1 p
tagging but, omits any specifications or requirements for support the VLAN operations in the
cable modem or the CMTS. To date, there has been some interest in exploiting only the priority
tag field that is part of IEEE 802.1 P to aid in packet classification and QoS support. Therefore, ini
tial DOCSIS V 1.1 cable modems will not support VLAN tag processing as a standard. VLAN tag
ging support would allow an Ethernet frame to be tagged and switched accordingly. This has
exploitation potential of creating either a VLAN per service provider, with all common cable
modems shaling the same tag, or for creating an ATM virtual circuit equivalent in the Ethernet
frame allowing cable modems to directlylreceive frames from a single provider. Note that the
IEEE 802.1 p VLAN tagging support up to 2048 values, which presents aggregation, scaling, pro
visioning, and labeling challenges when put into practical use. Efficient processing of Ethernet
frame tagging may require hardware enhancements for acceptable packet throughput pelfor
mance. Leveraging DOCSIS ATM cell transport support would remedy the multiplexing scale
issue to be equivalent with DSL multiplexing capability. As mentioned, there are no requirements
in DOCSIS for any services over ATM transport, leaving it vendor dependent at this time.

R2:Multiple Providers: The DOCSlS architecture is a single provider service at Layer 2. With
IEEE 802.1P extensions, it would be possible to extend to multiple service providers, but that
would likely exhaust the VLAN tagging space quickly. Leveraging DOCSIS ATM cell transport
SUppOlt would remedy this but again, there is no requirements support in DOCSIS for any ser
vices over the ATM transport, leaving it vendor dependent at this time.

R3: Ability to Provide: The DOCSTS CMTS would need to be able to provision and switch based
on a Layer 2 tag between its WAN interface and all the cable modems the CMTS supports (lK to
3K cable modems). Service providers could be connected to individual subscriber cable modems
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or connected to groups of cable modems within the limits of the IEEE 802.1 p tagging. However,
given the 2K VLAN tag identitier space, the service providers equipment would need to be collo
cated near a CMTS if the number of subscribers for that provider gets large. An ATM based
approached provides more multiplexing address space and would allow service providers to be
connected with individual subscribers injust about any configuration. There have been no require
ments for CMTS's to SUppOlt tagging or ATM for service provider separation.

R4 through R7:BandwidTh Allocation, Quality ofService, Suhscriher Containment, and Provider
Containment: The additional facilities in DOCSIS Version 1.1 support these needs from a Layer 2
protocol and management standpoint. Actual support would vary with different vendor implemen
tations.

R8: Link Privacy: DOCSIS supports link encryption.

R9: ContenT Preservation: In DOCSIS RFI V1.0 and V 1.1, Ethemet frames (Layer 2 packets) are
not altered by the DOCSIS MAC in exchanges between the cable modem and the CMTS. If the
cable modem or the CMTS emhody a Layer 3 TP routing facility (or similar facility) based on ven
dor value added the Ethernet frames exchanged will be altered or discarded but the Ethernet data,
the user data contained within the Ethernet packet is not altered. This data is typically an IP
packet. These operations are normal for Ethernet switches and IP routers. The subscriber data
contained within the IP packet is unaltered, however the IP packet header may undergo expected
changes as per IP standards and standards for routers and gateways. With the Layer 2 Ethernet
tagging approach, IEEE 802.1p allows for Ethernet headers to be extended with tagging infonna
fion. The operation of inserting, altering, or removing a tag would change the subscribers Ethernet
packet, but would do so according to standards. With a Layer 2 ATM approach, the Ethernet
packet could be exchanged unaltered between the subscribers cable modem and the service pro
vider. Note that there are many variations of approaches for Layer 2 multiplexing. Some of which
would preserve the subscriber's Layer 2 packet completely, others that would modify the packet
according to defined standards and procedures. In either scenario with Layer 2 processing, the
subscriber's IP packet would remain unaltered.

RIO: Provider Address Management: For Layer 2 Ethernet addresses, the standards dictate that the
vendor build a MAC hardware address into each Ethernet controller. Service providers do not
manage or administrate Layer 2 Ethernet addresses. Internet Protocols have been designed for
vendor assignment of Layer 2 Ethernet addresses. ATM addresses, e.g. Virtual Path Identifiers
(VPl's) and Virtual Circuit Identifiers (VCl's) are managed over each segment of the ATM path;
e.g. between ATM switches. ATM addressing does not require that a service provider be in control
of all VPI/VCI assignments between it and the subscriber - only that there is an end-to-end con
nection established between subscriber and provider.

RII :Provider Subscriber Management: There are no provisions in the DOCSIS architecture for
the cable modem Layer 2 service to be managed by anyone other than the single lSP.

RI2:IP Dial Tone Service: IP dial tone is independent of Layer 2 service.

Observations:

• DOCSIS Version 1.0 cable modems do not provide sufficient support for ideal open access
provisioning at Layer 2.

• DOCSIS Version 1.1 does provide additional support that can be exploited for ideal open
access at Layer 2 provided that the specitication is expanded and enhanced. It is not clear that
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Layer 2 Ethemet tagging solutions would scale as needed to SUppOlt numerous service provid
ers and numerous subscribers. ATM cell transport is the most flexible method, as demon
strated by DSL services, however, while ATM cell transport is provided in DOCSIS, there is
no support for ATM networking, defined services, nor specifications and requirements at this
time for its usc. In addition, DOCSIS was not optimized for ATM networking. The issues at
the CMTS arc unexplored at this time. Without specification SUppOlt. specific functions would
he vendor dependent.

DOCSIS Version 1.1 modems deployed prior to open access SUppOlt may need to be replaced;
i.e. they may not be simply software upgrade-able to an open access modem

It would be possible for an open access Ethemet tag processing CMTS to simultaneously sup
port open access enabled and non-open access modems. The caveat being that the non-enabled
modems could continue to interoperate only with the incumbent Layer 2 provider.

6.3 Open Access: Layer 3 - Network: Internet Protocol Techniques
Layer 3 is the called the Networking Layer and SUppOlts the Internet Protocol (IP) and the
Address Resolution Protocol (ARP). The DOCSIS RFI system has been optimized for the trans
port of IP packets. DOCSIS is principally a Layer I and Layer 2 service. The specifications call
for rich assortment of Ethernet, JP, TCP and UDP packet filtering, making the DOCSJS cahle
modem aware of Layer 3 and Layer 4 packets. In DOCSIS RA Vl.a, these filters are used princi
pally to provision a given cable modem for packet access rights into the network. DOCSlS RFl
V 1.1 adds additional filtering, including packet classification filters that are essential for QoS sup
port. The cable operator and/or service provider control these filters in each cable modem.

Said differently. a DOCSlS RA Vl.a and V 1.1 cable modem is a Layer 2 switched Ethernet ser
vice with Layer 3 and Layer 4 packet filtering awareness. The specification stops here however,
different vendors will augment their cahle modem's functionality with one or more Layer 3 ser
vices, such as IP routing, specialized routing, tunneling, Virtual Private Networking (VPN), Point
to Point Protocol (PPP), and applications services, such as Voice over IP (VolP).

Recall that the DOCSIS RFI creates a switched Ethernet service supporting a single Ethernet seg
ment at Layer 2 and essentially a single large IP subnetwork at Layer 3 with a single provider
administrating IP addresses. There are no facilities in the specifications for providing open access
provisioning; i.e. multiple Ethernet segments, multiple IP subnetworks, or multiple address
administration. There are Layer 3 open access solutions that have varying degrees of meeting the
ideal requirements. Some of these solutions are already being used by a few operators to provide
open access support. There are two general classes of Layer 3 solutions: specialized IP routing
(forwarding) and tunneling.

Specialized IP routing encompasses known techniques such as source-address based routing,
proxy ARP, and others. For source-addressed based routing, the cable operator administrates IP
addresses for suhscriber's home computing equipment. but also maintains special source based
routes for each suhscriher, routing packets to/from their assigned home TP address(es) to their des
ignated ISP. Additional home IP address assignments (e.g. for multiple personal computers) are
taken from the same service provider address space. A large IP address space is subnetworked into
smaller sized IP address space allocations, where each allocation is dedicated to a specific ISP.
Backend routing in the service provider's network routes packets from the home to the ISP via the
source address, rather than the traditional destination address. SuppOlting source-addressed based
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routing in the DOCSIS CMTS and the cable modem is transparent if their vendor has provided a
Layer 2 service only - the CMTS doesn't see Layer 3 routing. In generaL Layer 3 routing tech
niques are essentially transparent to Layer 2 devices, even with sophisticated DOCSIS packet fil
tering. If the CMTS or cable modem support any Layer 3 routing intelligence however, then that
vcndor's products must be either sourcc-addressed base routing aware as shipped, or must be
upgraded to be aware. This mayor may not involve a hardware upgrade and/or replacement.
DOCSIS QoS for suhscriher services/applications is possihle; QoS can still he achieved over the
CATV network. In the cable operator's backend network QoS is determined by vendor SUppOlt in
the varying equipment. Any vendor suppOtt for specialized routing is outside the scope of the cur
rent DOCSIS specifications. Note that for specialized routing, the cable operator had to design
and select appropriate IP routing technology that SUppOltS their deployment model. Currently
deployed backend technology may not directly support specialized routing for open access. In
addition, supporting multiple service providers via the same cable modem is problematic for spe
cialized routing techniques as the cable modem must support mul6ple IP subnetworks; usually
they support one IP subnetwork. It is technically possible to implement SUppOlt for multiple IP
subnetworks in the cable modem, if so required by an updated specification.

Proxy ARP or proxy Address Resolution Protocol, can be used by either the cable modem,
CMTS, and/or head end router to preferentially re-route IP packets to a preferred router port (pro
vider) based on Ethemet MAC address, IP source or destination address, or other mechanisms.
The effect would be to transparently steer IP andARP implementations to support semi-intelligent
service provider provisioning. Support for this type of provisioning support could impact the
cable modem, CMTS, or vendor head end router, dependent on vendor implementation. For
example, a cable modem with IP router functionality may be more effected than a cable modem
Ethemet bridge. It is not clear that these mechanisms can provide differentiated services for QoS
or multiple service provider provisioning in the cable modem. More study is needed in this area to
explore capabilities.

Note at this time, there are existence proofs of specialized routing being used to provide access
from a subscriber to a single ISP of their choice. Knology (www.knology.com) is exploiting
source-address based routing techniques (and likely other supplemental techniques) to connect
subscribers with either Mindspring or other ISP's. Sufficient details on the Knology solution were
not obtained in time for completing this white paper, however the system operates with special
ized routers at thc head cnd and possibly with customizcd software in thc cable modems. It is
believed their source-addressed based routing approach can be wrapped around any cable modem
system to produce a workable, but less than the ideal, open access provisioning system. Their
solution may be transportable to other cable operators.

Tunneling, as used in this paper, is a mechanism to tunneliP packets through another protocol

such as IP, ppp l , Point-to-Point Tunneling Protocol (PPTP), Layer 2 Tunneling Protocol (L2TP),
or IP Security (IPSEC) for Virtual Private Networking (VPN) support. With the general fOD11 of
tunneling, the IP address of the end of the tunnel within the DOCSIS cable modem is adminis
trated by the cahle service provider, while the IP addresses that flow through the tunnel are admin
istrated by the service provider. This model assumes that for each service, the cable modem would
create a tunnel between itself and a remote access server maintained by the service provider. This
tunnel would run transparently through the CMTS and any intervening routing and switching

I. l'm including PPP and PPPlEthernet in the tunneling discussion due to functional similarities.
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equipment until reaching the service provider. The cable modem would be aware of what IP
addresses assigned should be moved through which tunnel. Technically, it is possible for a single
cable modem to support multiple tunnel endpoints by leveraging an extension of its DOCSIS
packet classification filters. This also allows voice traffic to be segregated into a different tunnel
than other QoS traffic, for example There are several different tunneling protocols, each with
their own distinctions. Tunneling has the one undesirable effect of forcing all tunneled packets to
have the same QoS. requiring different tunnels tn he estahlished fnr different QoS needs even if
the end points of the tunnels are to the same service provider. DOCSIS does not specify any
requirements for tunneling in the cable modem, leaving everything to vendor value added support.
The best implementation would be for the cable modem to he the endpoint of the tunnels because
the cable modem has direct knowledge of QoS requirements and packet classifications to support
QoS. In addition, tunneling itself and tunneling with encryption require more processing power in
the cable modem than with the base DOCSIS system suggesting that the cable modem would have
to he replaced to support multiple service provider provisioning via tunnels.

Use of VPN technology is becoming increasingly more popular for telecommuting scenarios as a
work at home employee can benefit from high-speed access over to Internet to their corporate
VPN firewall. In these cases, corporate MIS departments manage the any security configurations
(cryptographic keys, logins, passwords) and local IP address assignments. If exploited beyond
corporate telecommuting, VPN and/or other cryptographic authorization techniques can be used
for access to service providers. This enhanced level of exploitation would require software and
hardware processing beyond that of the DOCSIS specification. Note at this time that VPN facili
ties are often being deployed with software in the personal computing equipment or via special
ized appliances that are placed between the subscriber computing equipment and the cable
modem. It is nature in the future for external VPN support to migrate into the broadband access
mediation device, e.g. the cable modem.

At this time, there is no mandatory or suggested implementation of a Layer 3 IP signaling proto
col that could be used to communicate with the DOCSIS system. Hence, QoS interaction between
the DOCSIS system elements (CMTS and cable modem) and other routers in the network is, at
best, left up to individual vendors. The other CableLabs' project PacketCable is focusing on
packet voice and video over cable data systems, with specific focus on DOCSIS RFI Version 1.1
implementations. The PacketCable effort is driving for QoS signaling protocols for use in voice
call set up and tcar down. It is possible, this can be exploited in the future for Layer 3 open access
provisioning implementations. There is also the belief that some vendors will be implementing
the IETF Reservation Protocol (RSVP) in their CMTS, allowing QoS signaling exchanges with
other RSVP aware routers. It is too soon to tell precisely where all the efforts are headed however,
there will be some signaling protocol available in the future to interconnect the CMTS with the
backend network in a meaningful QoS manner. Note that requirements for signaling will likely
emerge first from a PacketCable specification requirement and not directly from a future DOCSIS
RFI requirement.

Reviewing Layer 3 Service Provider Provisioning against the ideals:

Rl:Service Provide Selection: Both source-address based and tunneling mechanisms provide a
method of allowing the subscriber to be connected to a service provider of their choice. DOCSIS
does not specify either mechanism.

R2:Multiple Providers: With the current nOCSIS specification, source-addressed based routing
appears to suited to provisioning to a single service provider. Software and hardware enhance-
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ments would likely be needed to support multiple service providers via a single cable modem.
Tunneling could support multiple providers and ability to differentiatelroute different services to
difference providers; e.g. packet voice to a voice provider, Internet access to an ISP. Tunneling
must be done via vendor software or hardware cable modem extensions or external box(es).

R3:Abilily /0 PlVvide: Source-address based routing must be done in conjunction with cable oper
ator and/or service provider administrating IP addresses for the cable network. Tunneling
approaches without QoS SUpp0I1 are independent of cablc data IP address administration. QoS
aware tunneling must be done in conjunction with the cable operator, CMTS, and cable modem
management. Technically, either solution is workable to different degrees of meeting the ideal.

R4:Bandwidth Allocation: This feature falls out directly when dynamic QoS and signaling are
universally supported and coupled to the DOCSIS Layer 2 facilities. Before that time, any band
width allocation support, dynamic or static will need to come from vendor value added imple
mentations.

R5:Quality (~fService: Without QoS signaling, Layer 3 approaches require static QoS provision
ing of the CMTS £IndioI' cable modem as required and as provided for by individual vendors. At
some point in the future, QoS signaling will be available for IP and will likely be implemented in
CMTS and/or cable modems as a requirement for PacketCable packet voice services. At that time,
QoS signaling SUppOlt would be in place for open access provisioning. In some cases, different
vendors may have provided sufficient management and control capability to allow some QoS to
be statically provisioned.

R6:Suhscriher Containment: Relies directly on DOCSIS RFJ Layer 2 facilities and the CMTS's
ability to manage cable modem bandwidth appropriately for a subscriber's access to the network.

R7:Provider Containment: At Layer 3, either the CMTS will necd to be upgraded both with soft
ware and possible new hardware to manage downstream and/or upstream bandwidth per service
provider. In absence or in addition to CMTS functionality, provider containment would be per
formed where the service provider connects with the cable operator's backend network.

R8:Link Encryption: Not an issue at Layer 3; except to mention that Layer 3 packets will be trans
parently encrypted on a per cahle modem hasis over the DOCSJS RF channels.

R9:Coment Preservation: Specialized routing technique will alter the headers of IP packets that
traverse the cable operators network bctwccn the cablc modem and the service provider. Tunnel
ing approaches preserve the IP packet header that was placed into the tunnel at the cable modem.
When open access is provided at Layer 2, subscriber data contained within the IP packet is unal
tered, however the IP packet header may undergo expected changes as per IP standards and stan
dards for routers and gateways.

R10: Provider Address Management: Specialized routing techniques require that the cable opera
tor and the ISP managing the CMTS and cable modems control the IP address space for cable
moderns and subscriber's personal eomputcr equipment. For tunneling techniques, the subscriber
side tunnel endpoint address is in a space administrated by cable operator and/or associated cable
ISP, the actually addresses that flow through the tunnel are management by the service provider to
which the tunnel is connected on the backend side of the network.

RII :Provider Subscriber Management: There are no provisions in the DOCSIS architecture for
the cable modem Layer 3 service to be managed by anyone other than the single ISP.
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R12:1P Dial Tone Service: There are no provisions in the DOCSIS RFI specifications for altering
IP packets in general. However, QoS requirements and packet classification at the CMTS and
cable modem may require that certain fields of the IP header might be altered due to results of cer
tain packet classification JUles and subsequent processing.

Observations:

DOCSIS RFI specifications at Layer 3 do not support ideal open access, due to the single pro~

vider architecture of the DOCSJS system and Layer:1 and Layer 2.

DOCSIS RFI V I. I does provide facilities that can be exploited for ideal open access solutions
however, additional design work and requirements must be developed for ideal open access to
be supported by the DOCSIS standard.

• There are specialized routing and tunneling techniques that support workable, but less than
ideal open access solutions. These techniques could be exploited further, for more workable
solutions however, additional enhancements are needed at Layer 2 for ideal open access.

7 Technical Observations

It is not the argument that cable system cannot technically support ideal open access provisioning.
Rather, there is an existence proof that open access is possible over cable because the Com21
CommUNITY cable modem system is a working near ideal open access system. It is the case
however, that the DOCSIS standards that are developed by the North American cable operators
docs not support ideal open access. Re-engineeling ideal open access into the DOCSIS system at
Layer 2 and Layer 3 is possihle, hut not in the short-term. As such, DOCSTS compliant products
being shipped, and subsequently widely deployed in the latter half of this year, will not be capable
of providing ideal open access provisioning within the DOCSIS system itself.

In the short-term, there are techniques such as specialized routing and tunneling that can be used
to ,augment a DOCSIS system to allow a broadband access provider to provision IP addresses to a
subscriber that preferentially route packets to and from a subscriber selected service provider, The
system is workable, but not an ideal open access system. Further developments in IP signaling for
handwidth allocation and Quality of Service support will improve as vendors implement standard
Layer 3 signaling - when available.

In the longer term, the DOCSIS RFI Version 1.1 specification docs provide fundamental facilities
necessary for providing ideal open access provision. However, these need to be developed, imple
mented, and tested. Due to short-term focus and the availability of less than ideal solutions, there
is not sufficient motivation within the cable operator community to actively pursue enhancement
of the specifications to achieve an ideal open access system. However, it could be mandated, for
example, that in three to five years high-speed data over cable systems must support ideal open
access provisioning. Updating the entire DOCSIS family of specifications would be necessary and
one or more technical solutions must be adopted. Selection of IEEE 802.1p VLAN tagging sup
port is useful, but does not have as large a scaling potential as ATM. DOCSIS could make use of
its ATM cell transport capability, and achieve the same scale and level of ideal open access as
DSL solution, but the DOCSIS system was not designed to optimally handle ATM, hence there
would be a drop in data channel efficiency.

Augmenting the DOCSTS specifications to support ideal open access would be a substantial effort
and take approximately a year from the time that the cable industry is motivated to direct Cable-
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Labs to update the specifications. Following an approved specification it would take approxi
mately 18 months to have multiple certified vendors in the market place. Even if the motivation
were to happen today, it would be mid 2002 before DOCSIS based open access cable modems and
CMTS's were available. Between now and that approximate example time, there would be close
to several million cable modems deployed. some being DOCSIS Version 1.0, most being DOCSIS
Version 1.1. and some being DOCSIS Version 1.2 (the balance between DOCSIS V 1.1 and V 1.2
will be determined when it is settled if Version 1.2 is optional or mandatory).

If open access were mandated to stmt, for example, sometime in later 2002 or emly 2003, there
would be several million cable modems and some tens of thousands of CMTS's deployed. The
subscriber will own the cable modem, therefore if they desire open access facilities, the cable
modem would need to be replaced. In cable plants, where open access has been enabled, the
CMTS's \vould need to be upgraded and/or replaced. The backend networks would need to be
expanded and improved, at significant additional cost, to support exchanges between multiple ser
vice providers and their subscribers. Note in competitive contrast, that such a backend network
would be in place for DSL access networks in that time frame.

Subscribers who have legacy DOCSIS cable modems who don't desire open access, can co-exist
on the same CMTS and RF channels as DOCSIS cable modems that do support open access pro
visioning. In this case, the CMTS must support open access provisioning. Non-open access cable
modems would get service from either a default service provider, or if specialized routing or tun
neling is employed a service provider of their choice. Subscribers who require the features of a
cable modem that supports ideal open access provisioning would need to replace their legacy
cable modem with a new one. This would be similm to buying a feature enhanced cellulm phone
for use with the same cellular provider.

Providing sepmate downstream RF channels in the cable plant to different service providers is not
workable, as discussed previously, due to the lack of availability of sufficient downstream or
upstream channels. However, it is possible to reserve a future channel for open access capable
systems or perhaps convert a local must-carry video channel for use as a local must-carry open
access channel for operation of cable modem equipment that does support ideal open access. In
this case, multiple subscribers and providers could adequately use that equipment up to the limits
of performance offered by that equipment and the configured downstream and upstream channels.
In practice however, this will not be possible on all cable systems due local plant capacity issues
in either the downstream or upstream spectrum. Technically, it would be possible to convert a
must-carTY local television channel to a must carry open access cable modem channel in the
downstream direction. The upstream spectrum may still not be available. It will be observed that
the cable industry is rapidly moving towards digital video distribution. For example, TCI has
made great headway turning up new digital TV services. Digital video is contained in a digital
video channel that is 6 MHz wide which is the same as analog. The difference is that a digitized 6
MHz channel contains multiple video programs. Said differently, if you convert analog channels
to digital channels, you will take up between one quarter to one sixth the RF spectrum as the same
number of analog TV channels. The number of TV channels supported per digital RF channel is
variable, depending on quality of delivered video, and delivered format. Upcoming HDTV sys
tems will likely have one video program per digital RF channel, while NTSC fonnats may have
from four to six or more video programs. Converting from analog to video may release down
stream RF spectrum for other uses. This is not strictly true in all cases, hence might not be subject
to universal mandate. More study should be done here to understand if in the future, downstream
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RF space for open access channels could be provided. Upstream RF channel allocation is still
problematic( !). If the space is available, then technically it is possible to operate multiple CMTS's
in the same cable plant, allowing open access cable modems to be provisioned on the RF channels
associated with open access CMTS's while one or more legacy CMTS's (non-open access cable)
support legacy cable modems.

This paper assumes that open access provisioning would leverage the existing DOCSIS Version
1.1 specification and subsequent follow on specification(s). Technically speaking. if another spec
ification or standard were selected for ideal open access support, then the preceding observation
regarding multiple CMTS's would become practice on cable plants. Wherc one or more CMTS's
would be present to provide legacy DOCSIS support, and the other non-DOCSIS CMTS's would
be supporting open access to non-DOCSIS open access cable modems. This notion however, has
not been developed in this paper, and is therefore for future study.

7.1 Technical Cost Considerations

Intemet architecture in general has always been open access in that it allows any subscriber (cli
ent) to connect to any service provider (servcr) via the Internet Protocol (lP) and the other higher
layer Internet protocols (e.g. TCP, UDP, etc.) Supporting numerous subscribers, there are numer
ous ISP's. These service providers have deployed large server fa11lls and hackend networks to sup
port their customers. Subscribers today, chiefly use dial-up modems over legacy Plain Old
Telephone Service (POTS) with the subscriber bearing the cost of the phone call. The service pro
vider, bearing the cost of providing dial-up access within a local call of the subscriber. The phone
system provides the individual connection between subscriber and service provider. The tele
phone company gains revenues by calls made by subscribers and by revenues gained from ISP's
connections to remote access servers, e.g. primary rate ISDN, 1'1, 1'3, etc. Subscribers can select
their ISP and simply have to call a different phonc number, after authorization has been set up.

In the DSL model, the technical architccture is open access from the start, and has moved service
provider equipment directly into the local telephone central office (CO) or directly connected to a
CO, e.g. via an ATM network. Access to the copper local loop requires an exchange of payment
(settlement), either from the subscriber to the local phone company with a separate payment for
ISP access, or a single payment to an ISP, where the ISP pays revenues back to the local phone
operator, in part, for rent of the subscriber's copper pair carrying the high-speed signals. The rev
enue model changes somewhat from the dial-up POTS network, but the local wire provider gains
revenue from the additional high-speed data services. The revenues are used for expansion,
upgrade, and maintenance of their twisted pair plant and other distribution technology in support
of high-speed services.

In the cable environment, cable operators have begun to deploy high-speed data over cable equip
ment (CMTS's or equivalents and cable modems) and to constJUct servers and backend networks.
In most cases, the size of the servers and the capacity of the backend networks have been balanced
for deploying a single ISP service for the subscribers. Cable operators have stated that their reve
nue models are leaner than other broadband access solutions, and are carefully balanced based on
both cost of capital technology and cost to support that technology and customers. Mandating
open access for cable operators would require them to install additional new and/or upgraded
open access capable routers, support for multiple high-speed interconnections to connect a head
end with each service provider desiring access, and the local maintenance needed to supp011 the
additional equipment and high-speed interconnects. In addition, there are technical limitations to
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how many service providers can be connected through a given head-end. Practical limits may top
out at several dozen to several hundred ISP's. In contrast, there are several thousand lSP's in the
U.S. The costs associated with technical upgrades and SUpp0l1 would roughly scale with the num
her of ISP's connecting through the head-end; i.e. open access provision for high-speed data over
cable services docs not come for free. A short-term mandate for open access would have severe
costs implications for existing high-speed data over cable services with respect to a cable operator
readjusting itself with new technnlogy and new support, let alone the costs associated with
upgrading subscriber's cable modems. If open access were mandated to happen in the future, say
three to five years, vendors would likely be motivated to have open access support in future gener
ations of technology. As discussed previously, it would take about two and a half to three years
after being motivated for technology improvements to be in widespread place. In addition, the
longer time space would allow operators to gradually enhance and deploy required technology.
However, any upgrade of technology or its support still requires a revenue stream to support the
enhancement and deployment. Therefore it is apparent, that a revenue exchange similar to DSL
would be needed where service providers pay their way for connection to a head-end and for sup
port of subscribers.

Specifics of any business models for future open access economics require further study. Such
models are beyond the scope of this paper.

8 Summary

A definition for ideal open access provisioning was presented. A high level review was performed
discussing the technical abilities of the current DOCSIS cable modem specifications to meet the
ideal open access requirements in the U.S. Cable TV Broadband Access environment. Various
approaches and alternatives were discussed.

A short-term mandate for open access provisioning over cable systems would cause immediate
technical and cost pain for U.S. cable operators: the existing and upcoming DOCSIS RFI specifi
cations do not support open access directly, however DOCSIS RFI Version 1.1 does provide fun
damental facilities that would be exploited for open access. Most cable operators' high-speed data
over cable and backend servers and networks have been designed and optimized for a single ISP.
Forcing these systems to support open access provisioning would incur unforeseen technical costs
for new capital equipment and support

There are techniques being used by some cable operators to provide workable but, less than ideal
open access provisioning, via specialized routing and tunneling techniques. Some of the capabil
ity needed for this support may rely on customized software from select vendors and may not be
generally available. These techniques are being applied to cable modem systems and are indepen
dent of the cable modem system, e.g. DOCSIS versus proprietary. In some cases, a vendor's cable
modem may need a software or hardware update to work. Tunneling techniques also have merit,
but impact the cable modem directly, and will take time to put into place. Either solution can be
developed to better couple with upcoming bandwidth allocation and QoS abilities of DOCSIS
Vl.l systems.

A longer-term mandate, such as three to five years, should give sufficient time for the U.S. cable
industry and associated vendors to develop and upgrade the DOCSIS specifications and products
to support ideal open access. However, all cable modem systems deployed between now and that
would not support ideal open access. There is significant cost associated with the manner in which
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legacy technology is upgraded to desired technology. However, given sufficient planning, open
access capable cable modems could be deployed on the same upgraded CMTS's that support leg
acy cable modems. The cost impact is beyond the scope of this paper.

There are other broadband access network methods being used in the U.S., with some methods in
place today: (e.g. DSL) and some under development or just beginning deployment: wireless, sat
ellite, FTTC. The wireless and satellite methods are lacking open access provisioning require
ments and standards. It is observed that all hroadband access systems could potentially share the
same ideal open access provisioning goals, thereby providing a consistent service offering poten
tial to subscribers, regardless of broadband access method.
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8: 30am r::.~T • :)-Pel~·-r1() iJp:'1:ot_eln
OPEN ACCESS RULING EXP ANY DAY;

IJ~cch~, non 212/756 - JGD7) COX AOL
LT IMPACT TO CABLE LIKELY IMMAT~RIAL

ClVICSK TVJX
(Part 2)

'The Cc~t at Open Access
In ceaJlt~y, it is almost lmposslble t:::,cJLedict the eClullnc.s impact of open
access (even at an indus~ry level) given the large numbe~ of moving parts, and
L:ce hiyL deyn,,8 of regulat:Jry unce.t tain'~y around open access. vJe cia believe,
however, tha~ ~e can provide a fairly ~ich description of the risks and

pportuLi':-.:-e::; open access orovides calle compa:1ies a::l.d IS?s. If open access lS

indeed mandated, there are four areas t:cat will be Lmpacted: 1) control and
pric-'.ng '.Jf IS? services 2) loss of t-lS0 "firsL screen" r.:-ghts 3) lack of
competi~or content restrictions and 41 cable modem cemand.

1. Control and pr~cing 0= ISP services - Whether open access lS mandated or not,
c~e thine is clear - the cable controlled ISPs (@Home and RoadRunner) will not
have excluslve use of cable's pipes ODce the agreements begin to unwind in about
20Cl2. What is less clear, are the ?r~cir.g terms if open access is mandated. If
open access falls under FCC jurisdiction - and ~t some point in the future gets
ma~dated -- we would expec~ to see some form of forward-looking, cost based
9rices for transport, much as we've seen the agency mandate in the conLext of
RBOC interconnection. Clearly he~e the issue is less thorny, given that most of
the upgraded plant on which such prices would be based is relatively new,
creating less of a gap between prices based on forward looking costs and
embedded costs.

Shculd the municipalities gain control, however, pricing is completely unknown
(hence cable lndustry anxiety). Based on our understanding of costs and margin
structure, we would expect the earnings impact to be ~elatively minor for both
the MSO and the ISP, although revenue and customer control would certainly
shift. MSO revenue would decline from a retail to a wholesale level, and at the
same time the MSO would no longer be responsible for customer acquisition, CPE
costs, customer service and billing. The ISP would pay the MSOs wholesale price,
and take on those customer responsibilities formally assumed by the MSO. A key
unknown is the wholesale price the MSO would charge ISPs, as well as ownership
of the installation process (given cable's shared network architecture). The
~ctual profit effect per customer is i~possible to fore~ell since literally
30,000 different outcomes are possible, but we expe~t the initial trade would be
about a wash Ithe heavier iopact comes longer term through ~oss of e-comrnerce
revenue, ~s we'll see).

2. Loss of first screen rights - One of the key drivers of incremental return to
the investment being made in cable broadband is advertising and e-commerce,
that ineffable pot of gold lying somewhere in the distance that appears to come
with few attendant variable costs as long as the carrier has a captive
high-speed audience. Indeed, for new buyers of cable in particular, the
presence of an additional $6-$8 monthly contribution by 2003-2004 could spell
the difference between s~rong and only marginal returns on invested capital.
And to a large extent, we expect that the carrier that controls the first screen
will, in effect, control e-comrnerce and to a lesser extent advertising. Why?
Because the most valuable real estate in the on-line world is that first screen.

That's where customers decide what to do and where to go. To the extent that
cable companies can keep the first screen, they keep the revenue that comes
along with it. Under the worst case scenario, open access would not allow any
"sharing" of the first screen between the MSOs and the :SPs. Thus, the MSO
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weuld l~se 1 0% of this revenue -- ~t a high variable margin -- for every
~:\lS1::C'1\er that nigrJ.tcs LJ an ISP necJl-med by the cable companies. While this
is unlikely t amount to a hefty sum j~ the next 3 L years, it will likely grow
Ln magnitucc: .::5 advertising and e-commerce c:)me cf aqe III the broadband world.

J. ' .. ClCY; c·:: ':::~):ltent restricticns. - C[ cdl LLe issues to be resolved in t.he open
access debate, g11i~elines covering content arc perhaps t:he most d1fficult to
predict. While t:he cable hope would be :':cr 3 division of services, with, say,
iata and perhaps voice services allowed, b~t competitive video services
restricted, therl the pain would be mitigated 1::0 some eXLent. However, shoilld
regulators draw upon the RBoe DSL wholesale deals, which come with no
limitations :)n CO:ltent or services provided across the pipe, then impact on
cable P&~s would go far beyond high-speed data. That 1S, ISPs could over time
(assuming the deployment of some capi ta l;' provlde Internet protocol long
distance services, and worse (for the MSO) , video services that would compete
head to head with pay-per-view and other advanced video services. Both of these
businesses are sizable growth engines for ~he cable companies, with advanced
video services expected to help keep core video revenue growing in mid-single
digits or higher, and with voice services expected La drive as much as $5-6
billion 1n incremental revenue (at a 45-50~ EBITDA margin) by 2004E. And, again,
wh~le the 1mpact in the first few years would likely be moderate, it would
clearly grow over time, thus affecting the DCF-based valuations underlying cable
:::ompanies.

4. Market & Marketshare Growth -- Although there's plenty of negative economic
news for the MSOs if municipally mandated open access occurs, there is one
bright spot. Open access will almost certainly bring with it greater consumer
choice among ISPs, which we expect will have the effect of increasing (or at
least accelerating) cable modern subscribers, perhaps by as much as 20%. ~hy?

Because =SPs - for whom high-speed is an upgrade, not a new sale - would be more
empowered in general. And specifically, the neutralizing of ISPs currently tied
to RBOC DSL as their only viable resale option, would clearly improve the
number of subs accruing to cable. Of particular interest to us is the natural
"hedge" AOL and Time Warner enjoy in the midst of open access uncertainty. That
is, whatever Time Warner stands to lose in an open access regime, AOL stands to
gain. In fact, since Time Warner controls roughly 20% of US cable homes, and
AOL needs broadband access to 80%, pro-forma the company may actually have more
to gain that lose under open ac:::ess. Of equal interest to us, is AT&T's outlook
should open access occur. P~eviously, AT&T had trouble getting wholesale deals
with cable companies around the country. With open access it may find itself
with a very attractive set of options to complete its footprint outside the
rCI!UMG regions.

Given all the factors we've considered, if open access were to occur, our best
-- but extremely tentative -- guess is that the total dilution to cable's EPS is
less t~an 10% by 2003. Far more important, we think, is the cable's
significantly weakened strategic position. Moreover, since the businesses at
risk are the MSOs' primary growth engines, the financial impact of open access
will only increase over time, thus severely damaging OCF based valuations
underlying expec~ations for the cable industry in ways not captured by looking
at 2-4 year earnings impact alone.

Risks
Although we discussed the risks associated with open access at length, it is
important to note that even if open access does not occur, the cable industry IS
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likely to pursue at least two strategies: ~irst, t~ esta61ish ~ontracts with
ISPs =~a~ l~~lude streaming video / 12 phonc restri=tions; and second (and
perhaps mo=e importantly), to establish mechanis~s to e~force the contract.
Key to the e~forcemen~ ! traffic cop role of the c~ble company are the standards
t:::)] the ::-:j~lT~: ,,,- Cable r'1cclem TerminCJtic:l System. This devi::::e is the controller
[or uald pascilllCj '_hrouqh the head end c:o cal::le modem users. By maintaini~g

contrel of the standards for the CMTS, the cable industry can assure itself tha=
it. call c:Jnt.=ul lIdI15:n2-ssion of lliqh-dcll-i:l services like streaming video, or data
that requires specialized outing, such as rr phone.
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