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EXCLUSIONARY BEHAVIOR IN TilE l\'lARKET

FOR OPERATING SYSTEM SOFTWARE:
THE CASE OF MICROSOFT1

GleIm A. Woroch, Frederick R. Warren-Boulton
and KeIUleth C. Baseman

I. INTHUDUCTION AND SUMMARY

This chapter examines Microso/\ 's licensing practices for its MS·DOS and Microsoll
Windows operating system so/\wnrc. Our main focus is on Microso/\ 's use of CPU (central
processing unit, or per-processor) licenses under which an original equipment
nUUlufaclUfL'- (OEM) ofpcrsonnl computers pays a royalty for each machine it ships rather
than for each Uflit of on operating system it installs. We also examine license provisions
that require purchase of a minimum number of rights to install an operating system,
Microso/\ 's tying of both teclmical support infonnation and Windows to MS·DOS, and
Miero.~o/\ 's attempts to induce technical incompatibility between MS-DOS and its main
competitor, DR-DOS.

Wc begin in section 2 WiUl a brief description of Ule market for personal computer
operating systems, and a history of Microso/\'s licensing practices and technical design
tactics. We also track the record of antitrust investigations of Microsoll, bOlh here and
abroad, lhat culminated in the signing of a consent decree WiUl Ule Department of Justice.

In section 3 we examine Ule main efficiency argument for a CPU license, i.e., Ulat it
is a variant on the standard two-part tariff used to achieve frrst-degree price discrimina lion
which is generally efficient and welfare-enhancing. Upon closer examination, however,
we fmd that Ule CPU license is not equivalent to a two-part tariff. In this specific factual
context, IUlifonn linear prices may maximize profits for a secure monopoly, while a two
part tariff would be neiUler welfare enhancing nor-absent an exclusionary elTect-profit
maximizing. We conclude that Justice's aUemptto eliminate CPU licenses was subverted
by iL~ 0\\11 endorsement of volume discounts which can approximate lump-sum payments
to any desired degree.

Section 4 turns to potential anticompetitive rationales for Microso/\' s practices in the
DOS market. We begin by observing Utat markets for many high technology products are
characterized by a competitive process where a new product appears with a significantly
superior technology or design and sweeps Ute field. By rapidly displacing Ule old product
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and its old tcclUlology, the new product achieves a large market share in a short time,
corning high gross prnfit margins This situotion persists only until the dominant firlll's
product is itself displaced by anolller new produc!. This cycle of a new product willI aJl
innovative technology displacing an existing product with an old technology is a process
"f"creotive destmction" in Ule race to be best. Finns achieve a dominant position, but llHlt
position is only lransitory because, wiUlout artificial barriers to entry, today' s dominanl or
1II0nopoly firm and product can readily be dislodged by a new product developed by a
competitor or a new entrant.

WhL1l Ule monopolist's position is protected by strategically erected barriers to entry,
however, lllis displacement process can come to a hall. We examine llle possibility Ulat
Microsofl has used a variety of exclusionary practices-notably nonlinear pricing and
ll'dlllieal incompatibility-not to achieve iLs initial position but rather to retain that position
against new competition. We conclude that, WIder Ule conditions present in llle operating
~Stcms market, such practices can be, and in this instance have been, elTeclive in limiting
the gro\\1h and threatening the existence of entrants and rivals with small market shares.
We conclude that Microsol\'s anticompetitive behavior has reduced social welfare.

2, llACKGJWUNU

2.1 The Markel for Per~onal Computer Operatin~Sptenu

2.1.1 Per~onal computer platform~

Our focus is on the market for packaged sol\ware Umt operates personal computers, and
to a lesser extent, Ille sol\ware applications lllat rWI using those operating systems. To
bellcr unr.lerstanr.l Ule market for lllese products, we must delve into Ule economics and
technology of the personal computer.

l'Cs can be r.lccomposcd into hardware anr.l soflware components. Somc componcnts
nrc essential: cvery computer system requires a microc!ectwnic chip (usually enlled the
central processing wlit, or CPU) plus operating system (OS) software. The OS directs Ule
stream ofinstl1lclions rcquestcd by the applications soflwarc, while thc CPU perfomls the
rIlllnerical comput:lIions. Impol1:mtly, thc CPU and thc os arc almost always combiner.l
In fixer.l proportions: olle of each is necdcr.l per systcm.

Once an OS is installed, a uscr enll run man)' kinds of npplications sol\wDre1 The
most popular packagcs do word processing, sprcar.lsheet analysis. and datahase
managcmcnt. Incrcasingly popular is Ule usc of a graphical user interfacc (UUI) Illnt
simpl ifics llie mar18gement of Ule various applications. 130111 applications ruld GUls arc
(lptional components of a personal computer system.

Personal computcrs arc available in sevcral "platforms" Ulat difTcr in Uleir hardware
specifications The so-caller.l "IBM-compatible" PC is Ule predol1linnnt platform that
evolnxl froJII UIC harr.lware arIel sol\ware specifications of lllC machinc first introducer.l by
IBM in 1981.

2,1.2 Indu~trJ ~tructure

'111c suppl)' of marlY cOJllponents is highly concentrated. An overwhelming proportion of
IBM-compatible PCs in usc today arc equipped with CPUs manufactured by the Intel
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Corporation. The majority of existing PCs run on one version or another ofllie operating
system sold by Microsoft Corporation. Sales of applications softwore and peripheral
hardwore components are for less concentrated.

Hundreds of OEMs assemble hardware components in various configurations (usually
called "models"), distribute Ule machines through retail stores or mail order, and provide
technical and repair service. In addition to a few large OEMs such as Compaq, Dell and
AST Research in the U.S. and NEC, Toshiba and Hitachi in Asia, Ulere is a host of small
rescllers. We can safely assume Ulis segment ofUle market to be competitive.

In Ule early 1990s, the bulk of new PCs shipped in the U.S. (sec table below) arrived
loaded wiUI some operating system, usually Microsoft's MS-DOS, and often with the
Microsoft Windows interface as well. IBM ships its PCs with one of its 0\\11 operating
systems: PC-DOS or OSI2.1 The only independent as (i.e., compatible willI, but not a
e10ne or derivative of MS-DOS) were Digital Reseorch Incorporated (DRl's) DR-DOS
(which, willI Novell's acquisition of DRl in 1991, became knO\m as Novell DOS) and
IBM's PC-DOS. Users could purchase ass at retail storcs or direct from Ille soflware

publisher.
In 1992, it was estimater.l Illat Ule worldwide installed base of personal computers of

all platforms totaled over 138 million (Bernstein Reseorch, 1993). OfUlose, 72 percent
wcrc IBM-compatible. Lcss Ulan a quarter of UlOse machines were equipped willI

Microsoll Windows.

2.1.3 SupplJ condltlon~

Operating system software is very costly to develop and morket. For instance, it has becn
estimated Illat IBM has spent over S2 billion developing OS/2. In comparison.
rcproducing and distributing opcrating system softwore is extrcmcly cheap. As a result,
fixed costs ore enonnous while marginal costs ore ncgligible. The fixed costs ore also
lorgely sunk. The code itself is rarely of much value in oUler uses. De\'elopment tearns
aCClmllllate cxpertise and reputation, only a portion of which can be rer.leplayed into oilIer

projects.
Ocsir.les Ule irreversible investment in computer code, incwlIbcnts acquire sunk, ar

paltially sunk, as.'>CL~ such as ClLs(cmlCf lists and brand namc recognition Furtllcnnore, Any
new OS must be compatible wiUI all Ule opplicotions Uwt weI e \\Tillcn tll thnl "standard"
User switching costs also limit Ille ability of new entrants to gain a tocholr.l. Of Cllursc,
thesc costs erect borriers only when the incumbent finn has a first·movcr au\'onta!!e
Ilowevcr, sunk costs ordinarily imply a first-mover advrullage, at Ieost for lhe currcnt
vintoge of teclulology.·

2.1.4 lll~tor)' of PC operating systems
Dating back to 1976, Digital Research I.ncorporated sold a popular operating system, called
"CP/M", for Il'>C on machines based on Intel's 8-bit 8080 chip. In 1980, in what has bN:n
colled "Ule deol ofUle centwy," Microsoft paid a mere S100,OOO for Ule rights to a CP/M
derivative softwore packogc called "Disk Operating System," which. wilh minor
modifications, became the initial MS-DOS. In 1981, when IBM launched its enll)' into Ille
personal computer market, it selC(;ted Intel's new 16-bit 8088 chip as UIC CPU. It also
chose to endorse Microsoft's MS-DOS as the operating S)'stem.

----ll _
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Sources: Bernstein Research, Intcrnational Data Corporation

Table 1 New Shipments of Personal Computer Operating Systems
(OOOs of units)

shipped a machine with a competing opCTating system, say PC-DOS or DR-DOS, it would
receive no reduction in it.! payment to Microsol\. Con~quently, on OEM whieh accepts
a CPU license faces a zero marginal price for units of MS-DOS up to the mininnun
requirenlent. n In the evenl that an OEM exceeded its projected volume during the contract
period, the per-unit fee p used 10 calculate the Iwnp swn payment for the first R units would
apply to each unit above R. Thus, once the contract is in place, the marginal price is 0 up
to R units and p for additional unit.! beyond R.

Regard.less ofwhetiler an OEM ends up shipping more or less than R pCs during the
contract, Ule terms of the CPU license conunit the OEM to pay for one unit of MS·DOS
fur each PC it ships. As a result, customers view themselves as paying double if tile)' usc
OUleT OSs. If tile supplier of a competing as olTers to sell at a per-unit price m, the OEM
\\ill only buy the serond as if that as has a quality advantage over MS·DOS valued at m
or more.

Table 2 shows the marginal cost of a PC under various scenarios facing a PC
mnnufaelW'er, which has signed a CPU license with Mcroson. Let z be the marginal cost
of producing the machine excluding an operating system, let X be the number of pes
produced regardless ofwhich operating syslenl is installed, if any at all. Wllen the OEM

Operating 1990 1991 1992
System

MS-DOS 11,648 13,178 18,525

wI Windows 490 2,440 11,056

wlo Windows 11,158 10,738 7,469

PC·DOS 3,031 3,003 2,315

DR-DOS 1,737 1,819 1,617

28,064 31,178 22,847

Macintosh 1,41 I 2,204 2,570

UNIX 357 582 797

OS/2 0 0 409

NEC, etc. 5,079 4,628 4,458

23,450 25,702 31,080Totals

Apple

UNIX

lUM

OUlcr

Il3M

Microsofi

Company

DRllNovell

DOS Subtotal

IBM's partnership with Microson later fell apart. But in tile meantime, neitiler IBM
!lor /) RI st(l)l)lCtl t1evcloping their own operating !;}'stellls. l llntler thc tenlls of tilC
t1issolution, IBM continued to develop MS-DOS, and eventually its OWn variant, PC-DOS,
which it loaded on PCs bearing tile IBM nnmeplate. In exchange, Il3M agreed to pay
Mierosoll a royalty for a predetermined nwnber of units.

Having been passed over by IBM, DRI went on to modify CP/M for the Intel 8086
ehip,leatling to its CP/M·86 product. Later it developed DOS PLUS and tilen DR.DOS.
In April 1990, DIU introduced DR·DOS 5.0 to critical acclaim. Instanlly, it began to make
inroads into MS·Dos 4.0's market share. By year-end 1990, DR.DOS's share had
increa.o;cd to 10 percent ofnew OS shipments, leaving MS·DOS with 70 percent and Il3M
with I Rpercent. 6

Within a month of DR·DOS 5.0'5 inauguration, Mierosoll announced development
of MS·DOS 5.0. Curiously, it was to contain nearly all of tile ilUlovative features of the
DRJ product. Yet MS·DOS 5.0 was not conunercially available until July 1991, more tilan
a year afler DR·DOS 5.0's release. J\nticipation of the new Microson product, prolonged
by continuous Mierosoll statements intlicating imminent availability, reined in growtil of
DR-DOS 5.0 sales (Sherer, 1990).

The emergence of tile graphical interface played an impmtant role in Ule events Ulat
/()llowed. Aller repairing hugs in Mieroson Windows 3.0, Mieroson shipped Microsoll
Windows :1.1 in April 1991. In tilat year, 18.5 percent of new PC shipments included
Microsoll Windows along with MS·DOS. By 1992, tiwt fraction jumped to 59.7 percent.
Over Ulat period, sales of MS·DOS (both with and WiUlOut Microson Windows 3.1) rose
28.9 percent while sales of PC·DOS and DR·Dos fell 15.4 percent (see Table I). By
1993, tile rnmket shares for operating systems on xR6 PCs were 79 percent for MS· DOS,
13 percent for PC·DOS, 4 percent for OS/2, 3 percent for DR·DOS and I percent for
UNIX.'

2,1 The CPU L1cen.•e

2, MICROSOFt'S PRACTICES

When first availahle, MS·DOS Was sold to OEMs for a nat fcc. Microson olTered an
ume~lricled numher of copies for $95,000 and, fur a limited time, reduced that price by
half.! i\rowld 1983, Microson began to gear its license fees to the level of OEM sales.
Each OEM contract was individually negotiated; an extemal priee list never existed.

Over time, Microson phased in a new type of royalt}' contract. By 1992, Ule "CPU
lieensc" bccmne tile dominant sales lUTongement, Witil 60 percent of MicrosoO's operating
system sales made under CPU licenses.' Under its terms, aIlilioted OEMs were required
to pay a royalty for evcry CPU they shipped. Since each machine hnd a single CPU, tile
OEM paid lor a copy regardless of whether Ule machine was preloaded with MS.DOS,
Microson would sell DOS licenses to OEMs which refused the CPU license, but only at
significantly higher prices.

Under tile CPU license, an OEM usuallv hod to commit also to a minimum
"requirement" R thai approximates its armual silipments. The one-time charge for Ulis
requirement is computed using a negotiated per-unit price p multiplied by R. IO If an OEM

.1
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Tahle 2 Marginal Cost of Dillcrent PC Configurations

ships Ics.s t1t;\J1 thc rcqllil cmcnt of/I units, ils m:ll ginnl cost of IIsing MS·DOS on thc next
PC is lcro, compared with a marginal cost ofm if it chooses anoUlcr OS. Mer R PCs havc
hcm shiplx-'d, the marginal cost isr if the OEM uscs MS·DOS, and it is p + m if UIC OEM
llses thc oUlcr OS. In cach casc, the incrcmcnt to marginal cost from using 011 altcrnative
OS is m. If Ule machine is shipped "nakcd," thcn Ule Iota1marginal cost is just thc
production marginal cost, z.

In 1992, UIC a\'erngc license fee per copy of MS·DOS to a hardware OEM undcr U1CSC
CPU liccnscs has hccn cstimatcd Ilt $15, far below Ule avcrll/lc rctail price of an upgradc
ur $4 <) (Ilcmstcin J{escarch, 1993). All togethcr in tlwt ycar, MiclOsofl grosscd $399
million on \\'orldwide salcs of 18,525,000 units of MS·DOS to OEMs and as upgrades. I]

'111c typiclll CPlI liccnsc ran lilr a period of2 YCllrs II was qnitc likely an OEM will
finish thc contract pcrilxl wilh unused Iiccnses, in whieh case thc custumcr docs nut
ncccssllrily receivc a credit for its unuscd units. Microsuft cxerciscd its discrctiun as to
whcn thc OEM could carry forward its unused Iiccnscs from UIC prior ycnr. 1l

In addition to thc pricc incentivcs for cxclusivity elllbr.xJicd in Ule CPU liccnsc,
Microsof\ \\':1., allcgcd 10 havc rcspondcd with a varicly of dircct penollics should on OEM
ship SOIllC or its machincs wilh a compcting operating systcm. First, Ule OEM could be
prohihitcd from cnrryin/l forward unused MS·DOS liccnses, or he rcquired 10 renew the
CPt J liecnse nl equal ur highcr volumcs to rctain thc earry·lill'Ward option. In Ulis WAy,
Microsoft's policy on corry forwards could establish a "tic" betwecn each year's sales OIld
lhe ncxl ycar's sales

SCCOIll.l, Microsoll's leclUJical service and support could be wiUlhcld from 011 OEM
which installed a competing OS. lltis practice COIl disadvantage on OEM which needs Ulis
information to match its hardware configuralion (espccially Ule choice of Ule
microproccssor, Ule otnount of RAM, and the graphics card) wiUI Ule demOllds of the
opcrating solhvarc.

Third, UIC price of Microsoft Windows was allcgedly increased to OEMs which
purcha.se OSs frolll someonc OUll,'1" Ihan Microsoft. As for bock as Ule days whcn Microsoft
Windows was called "Interface Manager," Microsofi established a conncction between the
lcnns of salc of MS·DOS OIW iL, graphical inlt:rfnces." Microsoll cautioncd OEMs agAinst
blUldling compcting lIlullita'\king inh:rfaces (stich a, Quarterdeck's DESQview, VisiCorp's
VisiOn and DIU's GEM) with PC hardware componcnts such as hard disks. Discounts on
Microsoft Windows were extcnded to OEMs which agreed to accept a CPU license for
MS·DOS. '1110SC who refused UIC CPU liccnse or who did not usc MS·DOS cxclusivcly,
could still purchase Windows, but at a much higher per·unit price.

MC WiUI MS·DOS

2.3 Antitrust Aetlon

2.2 Technical Incompatibilities

Microsoft's practices first came to the allention of anlilrust authorities in Korca. The
Korean Fair Trading Commission lallllched an investigalion that cenlercd on use of the
CPU liccrlSC in Asia. In May 1992, Ule Korean FiC bOl1l1ed Ule use of CPU liccnses in Ulot

Coordination on tcclmical standards is crucial betwecn the as devcloper OIld applications
developers. Nowhere is this coordination more importOllt than wiUlthe publication of the
Applications Program Interfaces (APIs) which contain the technical specifications that
permit applicalions programs to conununicate with the operating system Microsoft has
Icn undocumented some of these interfaces. In principlc, access to these APls would allow
Microsoft to write Bpplications (sueh BS for its MS Word word processor or its Excel
spreadsheet) Ulat work faster and with greater functionality. Furthermore, even if an
npplications developer were to discover and use these undocumented interfaces, Microsoft
could, as long as they remain "unofficial," remove or Biter them in later versions of Ule
operating software, rendcring parts of the applications useless.

Compatibilily is also bc crucial to the success of operating system software whcn it
mu.<;l work with programs that function BS an intermediary between operating systems and
applications progrOlns such as Microsoft's Windows progrOln. Competitors to MS·DOS
need to be aware of the functional it), of Microsoft Windows so that Ulcir products rCl11llin
compatible with applications wrillen for Windows. In sC\'cral instanccs, Microsoft mndc
it difficult for competitors, especiolly DRIlNovell's DR-DOS. to achie\'e compatibility with
Microsoft Windows. Concerns over possible incompatibility betwcen DR·DOS and
Microsoft Windows rcsulted in significant declines in DR·DOS sales

One way for applications programmers to insure compatibility wiUI nn opcrllling
systcm is 10 rcceive copies of the preliminary version of UIC sollwarc. Known as "hclll
lestin!!," this /lives applications developers an opportunity to linc IUllC UIC intcl action
bctween UIC two progrOlns.

In a well·publicized episode, DRI was excludcd from Ule bcla testing of Microsflft
Windows 3.1 and, subsequcntly, from the beta testing of Microsull's Windows for
Workgroups product. The importance of compatibility testing wiUI the bcta \'crsion
becnme evident when applications developcrs using DR·DOS reccived error mcsslll!CS
warning U1Cl11 of a potential incompatibility with Microsoft Windows Upon installation,
Microsoft Windows 3.1 checked whether the sourcc of the underlying systcm And the
cxtclIllcd mcmory manager were Microsoft products. If Uley wcre nut, Ule uscr was
informed that a problem wa.~ detected, and was asked to contact Microsoft's helA techniCAl
Slll'l'0lt lOr Micmsoft Windows 3.1. Thi~ message BppCOl cd on lhc screen evcn though 110
octuol compatibility problem was detected. Indeed. if users continued pBst tJle alleged crror
mCS-<mge, UICY would discover that Microsoft Windows 3.1 would nUl in conjunction with
DR-DOS. Il The error messages raised fears of incompatibility OInong developers and
users who contcmplated running Microsoft Windows with non-Microsoft ass. Finally,
Microsoft Windows disks ineluded a "Readme" text file Ulat cautioned users that "running
Microsoft Windows 3.1 WiUl an operating system oUler than MS·DOS could causc
unexpected results or poor performance.""
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country (Phang, 1992). That action was not vcry cfiectivc, however, bccausc Microsofi
then bcgnn ofkring custolller-specific price schedules with sleep "dills" (sharp average
pricc rcductions) at volwncs closc to UIC custolllcr's rcquircmcnts.

In Junc 1990, UIC U.S. Fcdcral Tradc COIrullission initiatcd a nonpuhlic (sic)
invcstigation ofMicroson 's practices. Thc investi gation eventually focuscd on Microson's
markcting practices for DOS and Windows." Without ever acknowledging the
invcstigation, thc Commission twice votcd on whcUlcr to scck a preliminary injunction
rcquiring Microsofi to ccasc nnd desist from its marketing practices. UOUI timcs UIC
outcomc was a 2-2 tic, rcsulling in no FTC aclion.

Uut then, in an unprcccdcnted move, thc Antitrust Division of UIC Department of
Justicc (the Dcpartmcnt) took up UIC case and, aner cxtensivc furOler investigation,
ncgotiated a cort<>ent dccrcc with Microsofi. On July IS, 1994 I1le Departmcnt filcd a civil
antitrust complaint along wiUI a proposed Final Judgment to which Microsoft had
CO!t<;('''Tlted (Ule Cort<;ent Decree). I. Simullancously, Microsofi conscnt to a scttlcmcnt filcd
by Ule Europcan COlTunission. Ncxt, a Competitive Impact Statement (CIS) was filcd as
rcquircd undcr the Tunncy Act. '9

Thc ca<>e then took an even more stnrUing twist when Judgc Sporkin of the DC District
COllrt refuscd to play UIC rolc of a "mushroom"'o and rcjected Ule dccree as inadequate
undcr Ule Tunney Act. The U.S. government and Microsoft jointly appealed Judgc
Sporkin's decision. The U.S. Court of Appeals for Ule District ofColwnbia IHIS sincc
upheld the consent deerce.

3. TilE CPU LICENSE, FIRST-DEGREE PRICE DISCRIMINATION AND
QUANTITY DISCOUNTS

3.1 The CPU Llcen~e u Fit!I-Dc~tce Price Dbcrlrnllllllion

I\t first glance it may appear that UIC CPU license is just a means to provide discounts to
OEMs thaI purcha."Cd large volwnes of MS-DOS. This is, howevcr, nol UIC case: bccausc
the OEM's avcragc royalty pa}1nent for MS-DOS is bascd on thc share of its Illachincs
shipped with MS-DOS, an OEM I1l:lt purchascs more MS·DOS could pay n Iri~lrl'r pcr
unit price than onc that purchases/ewer units, This would happen if IDI OEM purchased
morc tUljL~ or MS-DOS than somc oUlcr OEM, but Ulen proccedcd to ship mIDIY rnochincs
Utat were loadcd WiUI an altemative OS.'I

Nor carl Ule CPU license be characteri7.cd as first-degree pricc discrimination in any
mcaningful scnse. First·dcgree price discrimination occurs whcn a scllcr charges a two
part fcc, consistinA ofa Iwnp-swn paj1nenl for thc right 10 purchasc I1IC product and a pricc
for each wlit cqual to thc marginal production cos\. Whcre, as here, marginal cost is
csscntially zcro, first-dcgrcc price discrimination requires a pcr-tmit price of zero. 22 It is
corrcct that an OEM which signs under the CPU licensc (or a take-or-pay licensc wiUI X
> outpul) has agrccd to a lump-sum payment, with an (expectcd) zero marginal pricc for
onc year. Ilowc\'er, sincc thc size ofthc lump-sum pa)mcnt is based on cxpected salcs
multiplied hy a pcr-unit royalty, UIC OEM knows Ulat if its salcs increase, UIC (apparenl)
Jump-sillll payment next year will also increase proportionately (based on UIC pcr-wlit

I
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royalty Microsoft will be charging in the next year). Thus, for any time horizon longer Ulan
one year, Ule CPU liccnsc is a tax on output it is not first-del(Iec pricc discrimination"

lhis finding should not be surprising, however, since first-dcgree price discrimination
would not be profitable to Microsoft (nor would it be welfare-enhancing) when compared
to a per-unit royalty. Economists have long recognized the strong efficiency advantages of
first-degree price discrimination when customers are fmal consumers so that their demands
are independent. But these results do not carry over to intermediate inputs sold to
competing downstream firms. In that case the demands of such customers (the firms in UIC
downstream industry) are clearly not independent (i.e., if my rivals pay less for M inpul
than Ido, Ule price of the final product falls, reducing my demand for the input). Ordover
and pnnzar (1982) state the issue quite clearly.

.,. wc recast the welfare analysis of the simple two-part tnriffusing thc classical
model of perfect competition in which all firms are identical Md frec entry and
exit ensures that the equilibrium output price is equal to minimum avera ge cost
In this context we discover that two-part tariffs are not gcnerally dcsirable from
a welfare standpoint. . .. This is due to the fact that the enlr)' fee, instead of
acting as a "lump sum levy," affects both the equilibrium numher of firms and
thcir output level. This new distortion must be balanced against the losses duc
to a unit price in excess of marginal cost.

Wht:rc, Q.~ here, Ule input (UIC OS) is used in fixcd proportions wiUlthe output (the PC) nml
thc downstream industry is a classic compctitivc industry wiUI U-shaped averagc cost
CUf\'CS, Ordover and panzar find that a strong Uleorelical rcsult ohtains: a monQpolv seller
ofthc input would fmd IDlY two-port Lariff, including an all-or-nothing on'cr whcrc 1ll8lginal
cost 10 the buyer is zero, leu profitable than a IInifonn per-unit Itt. In addition, thc
uniform pcr-unit fcc results in Iriglrer economic wd/are tlra1l allY ''''0 parr-tariff As
Ordover Md panzar (1982) put it,

Most surprisingly, for thc empirically rClCV8llt class of production proccsses in
which UIC purchascd input is rcquircd in fixcd proportion to output, we disc(H"cr
Ulat a two-part lariIT is ncvcr optimal from ciUler 0 profit or \\,el/:'l1e maximizing
standpoint (p. 660.)

The intuition bchind Ulis rcsult is rathcr straighLJtll,\·anl. It is well knO\\1l thot
under fixed proportions an upstrcam uniform pricing monopolist eM extract all
thc profits which an intcgrated uniform pricing monopolist could rcap. Sincc
competition downstream ensures iliat a uniform pricc prevails in the final product
market, there can be noUJing to gain from inlroducing a two-part toriIT; optimal
choicc of (the per-unit pricc] allows the monopolist to com the maximum
possible under such circumstances. There is somcthing to losc, however, sincc
an entry foe e > 0 causes ilie downSlream rums to opcrate at an incfficicntly largc
scale. Total (upstream plus downstrcam) costs arc nol minimized and a portion
of this dcad-weight burden falls on the monopolist Viewed Mother way, lhis
result reveals the futility of attempting to imposc a secmingly nondistortionary
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hUllp-stun levy e on a fX.TfcctJy competitive industr), witJl lj-ce entry and exit. (pp,
()()(j.()7)

In short, eYcn if Microsoll 's CPU Iicensc (or equivalent volume diseoWlts) did impose a
true lump-slun payment, tJlCre would be no eniciency or welfare gnin thnt could provide
a defense lor such a pricing system. Nor would such a licensing system be profitable for
Microsoll to impose on OEMs even if tJlOse OEMs somehow did not recognize tJle link
bet \\'ecn Uleir sales and Ule IWllp-swn royalties Uley paid. BoUI theory and tJle available
evidencc would indicate, Ulerefore, Ulat Microsoft's CPU license (or its equivalent in Ule
fonn of a volwne discount) is not a foml of first-degree price discrimination.

While the CPU license does not produce a positive output errect (i.e., encourage
cflieient utili7.nt;on of a 7.ern-marginal-cost in(lut). it docs h:lVc n significant suhstitution
c/l'eel The CPll licensc induces substitution of MS-DOS for an alternative OS, While tJlis
may be privately prolilnble, Ule socinl gnin is zero even if it did not inducc Ule exit of rival
operating sysll,ns such as DR-DOS, with its allendrUlt expected ellects on raising the MS
DOS license lees. MS-DOS and any oUler OS have a near-zero soeialmarginal cost in usc,
'1111Ls, to the extent Uull Ule CPll license induces substitutionllf MS-DOS for nn nltelllative
OS, nll cosl saving rcsults. Indecd, if, as appears to be tJle case, otJler ass ollcr greater
value than Ulat of MS-DOS, Ule substitution of MS-DOS for alternative OSs actually
reduces eniciency and lotal welfare even in the short run. The adverse erreets on social
welfare are even greater in Ule long flUl, since Ule exclusionary nature of Ule CPU license
will delcr investments in competing OSs.

Finally, we should note that two oUler eniciency defenses for CPU licenses were
raiscd. at least during the course of the FTC investigation. CPll liccnses, it was argued,
might he an cllcctive way boUt to deter IInscnlplilous OEMs f,om engaging in wlder
reporting the number of units of MS-OOS installed and to reduce software piracy by
OEMs, retailers and/or computer Users. By reducing the number of "naked" machines
shipped by OEMs, a CPU license could eliminate the incentive to engage in pirocy and
fraud. I\n examination of the historical record leads us to conclude, however, Ulat Ule
prevention of pil at:y and fraud is not a plausihle explanation for why CPU licensing was
introduced. Even more telling, however, is Ulat the CPU license is no more eflcetive at
deterring piracy or fraud Ulan are other available but unused non exclusionary alternatives
such as a "crcdited-CPU" licenses. 2'

3.2 The UOJ Con~ent Decree and QUAntify Dbcllunh

Microsoll 's practices did not allow nn OEM 10 reduce its tolnl payments to Microsoft if il
installed a competing operating system on some of its machines. The Deportment of
Justice's complaint and tJle CIS clearly state tJlat such contracts are iIIcgal and explains
their exclusionary and anticompetitive nature. The consent decree does dcline rUld bon
Ulree types of contracts-per-processor licenses, lump-sum pricing. and minimum
conunitlllellL<;-wlder which Ulerc is no reduction whatsoevcr in an OEM's total payments
to Mierosoll when Ule OEM installs 11 competing operating system on some of its machines.
Nevcrtheless, Ule consent decree explicitly pernlits schemes that amowlt 10 near per
proccs,sor pricing. i.e.. extreme qurulu ty discount'i tJlat can have the sanle efl'cct, or on eflcct
suJlicientto exclude a compctilor.u

I
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'11111s, ifMierosoft sets a royalty of $2.5 million to an OEM wiUI a projected output of
100,000 machines, Ulis would be lump-sum pricinR But if Micro!;(,lll sets a loynll)' of
$2.499 million plus $0.01 for each unil of MS-DOS installed, this is not Jump-sum pricing
and would not be banned by the decree. To eliminate ony possible confusion on Ulis issue,
the eonscnt decree explicitly allows for license arrangements that embody volume
discoWll'l." 11111'l, our hypothetical sales contract ($2.499 million for the first Wlil ofMS
DOS, one cent for each additional unit) is explicitly legal.

The Department was aware of the potential for anticompetilive uses of quantity
discoWlts.n Lacking evidence that Microsoft used volume discoWlls to foreclose
competitors, the Department pennilted this praetiee,lI However, as long as CPU licemes
arc available to Microsoll, using quantity discounts to achieve exclusion would he
1\.-dtUldwlt and WUlccessary so Ulat one should hardly expect to sec tJlCln used. Only when
CPU licell.'lCS arc prohibited would we expect to see Microsoft tum to sales practices WiUI
an equally eXclll'iionnry. This is just what had occurred in Korea in 1992, aller the Korean
FTC investigated and banned the use of CPU licensing by Microsoft. 19 And, even if Ule
Department did not believe when it entered into' the consent decree that Microsoft would
hUll to exclllsionwy volwnc w!;Counts, UIC)' should question Uleir belief aller tJle first rcport
of Microsoft turning to such discounls.'o

4. MARKET-POWER RATIONALES FOR CPU LICENSES

4.1 Workable Competition In Technolog)' Markel! ,"·lth Rapid TKhnologlral
Change

Economic theory would predict highly volatile market shares WIder 8 sel of conditions thot.
to vwying de[tTecs, have ollen characterized PC sollwnrc markets. Considcr a market where
nwnerOllS potential entrants face: no ex ante barriers to entry into the development of a new
technology: entrepreneurs, usually scientists or engineers themselves, put togeUICf lewns
of scientists and engineers, finwleed internally from Uleir past successes or from vClllure
capital, with access to a common pool of basic technology and 10 leaming acquired al their
previolls rums. 111ese new ventures incur signifiCDflt swtk costs to dC\'eJop a higher-qualit),
technology that (we shall assume) is protected by laws that cover intellectual property to
Ule optimal extent') The new technology moy be simply licensed to users (as to OEMs in
the cn.sc of~llwnrc) or embodied in a new product using manufacturing facililies available
from competitive firm'l in a number ofmmets (e.g.• software duplicators, or packagers for
shrink-wrapped sales of software at retail). The products embodying these alternative
technologies are mutually exclusive in the sense that a customer will almost alwa),s use
only one operating system on any PC.

When two other conditions also hold, we would expect to observe "competitive" or
"socially optimal" perfonnance. First, fmns in this market take their competitors' prices
as given and unaJfected by their own actions, and try to undercut their rivals' (qualil)'
adjusted) prices as long as that price exceeds their O\\n marginal cost. Second, customers
can cosllessly switch among the products of rival suppliers.

GiVCllthcsc two conditions, we would expect to observe tJlat (I) a new teclmolog\' or
product will be developed if (and only if) the expected value of the cost of dcvelopment is



232

less than Ule expected value of the increase in the value to consumers of this technology
over Ule prior teclmology; (2) the price of the old technology (e.g., Ille license or royalty
fcc) will fall to zero upon introduction of thc new technology; (J) Ille price of the ne\\'
tcclUlology will equal Ule diflcretlcc in value between Ille old and Ille new teehnologies; and
(4) mOl ket share will rapidly shift from 100 percent for Ille old teclUlology to 100 percent
for Ule new technology.

While such competition may SL'CIn tough on Ille players, it can still generate very Inrge
le\\'nrd~ to the winners needed to cover Ille risks and costs of development, and results in
even greatLTIl(:lIeIiL~ to eonsulllers since as each new generation appears, the value added
by the prior generation is passed on directly to cOlISlUllers.Jl It is elJicient in temls of
production 0I1d distribution: a tcclUlology is developed if and only if it adds more value 111011

it cosl~ to develtlp, and thatteclUlology is priced, like all products in a competitive market,
jll~t below Ule marginal cost of its next best substitute (the prior teclUlology) plus Ille value
of Ule quality diOerential. The case of "perfect" competition thus provides a benclunark
for evaluating performance in any pnrticular case.

Whcn the two above conditions do not hold, perfomlance may suITcr. For instance,
if it is costly for conSUIIILTS to switch to Ille new technology, and heterogeneous consumers
face diftcrellt cosl~ and bcnelil~ from switching, the old technology will retain mnrket share
at a positive price. The new technology will scll at a markup higher than its quality
diflLTLTllial OVlT tile old tedulology. Similar Iy, if hOtll technologies arc owned by the sallie
linn. the implicit pricc of the old tcchnolo!!, will not fall all the way III zero. Again, the
new tcclll1ology will sell at a higher price thall the quality dillcrelltial, although it mllY still
be profitable for the linn to set relative prices so as to encourage migration to tile new
teciUlology.

The resulting dcvilltion Iro/ll the perleet cOlllpetition model is not necessarily
ineUicient to Ule extent it rel1ccl~ real cosl" of learning and equipment. But if 0\\1IerS of the
currcnttcclmology arc allowed to erect artificial barriers to the enlI)' of a new teclmology,
those suppliers will cam too lIIuch, opportullities for technical change will suller, and
consunlers will be hamled.

One might expect someUling close to the result of the competitive model in operating
s)'stetn~ because Ule indll'ilry appears characterized by ex allle barriers to entry Ulllt nrc low
enough for IIIesc industries to be workably competitive (absent exclusionary practices).
(jiventhc combination of high fixcd development costs and low marginal production and
distribution costs, Ule competition resulting from entry can have a dramatic em:et on the
profils of the firstlllover. Not surprisingly, 1l1ereforc, Ille incumhent has a strong inccntive
to make lifi: diOicult for subsequent entrants, either hy directly increasing Uleir costs or by
reducing tile atlractivenes." oftlleir pnxluctto conslUners, and to do so as soon as possible.

Under certain conditions, it may be possihle for a lirst mover 10 maintain or even
extcnd its dominant position Ilrrough certain price andnonprice strategies Illat seck to
exclude or handicap its smaller rivals in dealing with its immediate customers. The goal
of such a strategy, ratller than to assist in achieving Ille originallnrge market shOle which
requires having, at least for a while, Ille first-best technology, would be to artilieially
prex-rve Ulat status. 'Ille four conditions described bclow appear to hold in Ule market for
olll.Tating syst<'1ns, whL'Te Microson successfully maintained an overwhelming market share
against competition from a product regarded by many sonwnre experts as teelUlicolly
superior. The conditions nrc:

,l

233

(I) BuyCTS at the next level do...mstream (i.e., OEMs), can be prescnled with an all-or
nothing choice by the dominant firm that compels them to deal either exclusively or
not at all with Ille dominant fum;))

(2) While buyers would be interested in purchasing rivals' products for sollle of their
requirements, they nre unwilling to rely exclusively on those rivals' products at least
some ofUle dominant finn's product is importOllt or even essential to mOllY or even all
Ille dOWllstrenrn lirms;

(3) The substitute product requires significant fixed sunk costs to devclop, maintain
or expand, so that some significant minimum mnrket shnre is essential for entry or
expansion and the market is not contestable (substantial sunk costs nre 1051 in a failed
entr)' attempt); and

(4) the cosL.. to the dominantlirm of forcing exclusivity on the dO\\l1streanl finns nrc
relatively low.

4.2 MlerO!ort's Pricing and Marketing Strateglcs

Let us now turn to each of the four conditions for exclusivity to be an eITective strOle!!\,
against smaller rivals. Our first condition wa.~ that immediatc huyers can PC prescnted \\ilh
lUI all-or-noUung choice by the dominOllt lirm Ulat compels them citller to deal exclusive"
with the dominant lirm or not at aiL Here, Microson can induce OEMs that wish to
incorporate MS-DOS in any of their PCs 10 usc MS-DOS exclusively tluough eith<.'T of tWll
IXllicies. First, Microson can set per-unit MS-DOS prices that ore so high relRtive to CPU
rates as to make selecting the per-unit "option" economically infeasible: the OEM tllat
wishes to usc any MS-DOS will in elTect be required to sign a CPU contract.)I The CPU
license (or a policy of indueing large corry forwards) thcn prt1viucs a StrllIlg ecnnlllllie
incentive (a zero cost to the OEM for using MS-DOS at Ille mnrgin) for the OEMs to use
MS-DOS exclusively. Second, Microsoft can refuse to sell Windows to an OEM thaI
purchases nrlY alternatives to MS-DOS. and COIl cut off Ille OEM from teclUlical
information and other services provided to "favored" OEMs. This imposes a direct penalty
on tile OEM for using an alternative DOS in addition to the pricing incentive created by tile
CPU contract.

Our second conditilm wa... tlla\, while buyers would be interestcd in purchasing rivals'
products for some of their requirements, they nre unwilling to rely exclusively 011 rivals'
products: at least some of the dominant firm's product is very important or evCII essentiRI
to IIIRIlY or even all Ille downstrenrn fums. In this case, OEMs nrc vel)' reluctant lu
purchase OSs exclusively from sourceS other than Mieroson, at least in Ille short run, for
several reasons. First, requiring a sudden and complete switch from one OS to anotller
imposes real costs that could be avoided under a more gradual transition. Second, aclual
or Ilrrealened teelmieal incompatibility between other Microsoll products, such as
Microson Windows, and competing vemons of DOS resulL~ in at least some of the OEM's
C\l~tomCTS in~islillg on MS-DOS. Third, withdrawal of Microsoft support sen'ices to all~'

OEM Ulal docs not enter into B CPU contract (or Ulal purchases DOS from a SOll!ce olher
than Microson) would impose what is in eITect a lumP-Sll!ll penalty for switching. Finally,
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Microsol\ can refuse to sell Microsun Winduws lu an OEM unless that OEM olso
purchases MS-DOS through a CPU contract.

Our thin] condition wa$thatthe substitutc product requires significant fixed sunk custs
10 develop, maintain or expand, so that some significllJ1t minimum market share is essential
for cnlry or cxpansion. In this case, given Ole large non-sunk fixed costs of rcmnining in
thc DOS market, any altemative to MS-DOS must eiOlcr achicvc a critical minimum
market share, exit UIC markct, or bc subsidizcd indefinitely Ulfough oUlcr operations of the
rival finn

Our final condition was that Ule cosL'Ito the dominant finn of forcing exclusivity on Ule
<!O\\llstream limlS arc relatively low. Ilcrc, OIC cost to Microsoll of cxcluding rivals from
UIC DOS market is small as long as Ule share of UIOSC rivals rcmains small. By requiring
a CPU contract, Microsofi runs Ule risk of losing on OEM's cntire purchases to a
competitor. I\s long as MS-DOS remains esscntial, however, no OEM would refuse Ule
CPU contract, and the cost to Microsofi is minimal.

The cost to Microsofi of tying Microsoll Windows to MS-DOS is also very small.
Microsol\ might have to sacrifice SOllie sales of Mierosoll Windows to customers (i)r whom
U1(: value of Microsoll Windows is very low, but who would buy it to usc with a rival's OS
but not WiUI MS-DOS. l3ut until a rival achieves a significant sharc of the US market, tying
of Windows to OUIL'f Microsoll prutlucL'I or sctvices (or simply lIlaking Microsofi Windows
technically incompatiblc with ony rival US) would, again, imposc minimal costs on
Microsol\

Our analysis thus concludes OInt, as compared with other stratcgies for maintaining
market share-such as CUlling prices or merging wiOI entrants-implemcnting
exclusionary practices can be a relatively eost-elTective strategy against on entrant which
has a superior teclmology but whose market share is vcry small. 11 can thus be
characterized as a "fight Ulem on Ule beaches" or (less kindly) as "cconomic infanticide."
'1l1e highL'f UIC market sharc of thc entrant, ilic greater UIC costs and Ule less Ule benefits of
Ulis stralcgy to Ule cstablished limt Oncc, or if, Ule entrant reaches a critical market share,
however, thc incumbcnt can bc expcctcd to switch to OIC ahcl11ativc defcnsivc strategics
or, if thc entrant's technology is strictly superior IlJ1d user switching costs are not
significant, to simply abandon thc field.

l
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NOTES

I -nus pap(.T has been adapled fiom a previously published article, see note 28 illfra. We
would likc to cxpress our apprcciation for helpful conuncnts nnd other assistance to Paul
Dennis, David Gahel, Linnet IIarlnn and Sturge Sobin. We are also grateful to tile
participants of the Columbia Institute for Tcle-Infonnation's "Seminar on Sustaining
Compctition in Network Industries through Regulating and Pricing Access," espeeinlly
JO/lll<;Z Ordover and Bohhy Willig, as well as to participants of n July 1995 session of the
Wcstern Economic Association conferencc, especially Ben Klein and Uob Levinson.

2. A I'e IIlso requires u laY<'T ofsoflw/lIC thnt slnmls between the CPI ) nnd thc OS. Cnlled
thc BIOS, or hasic instruction operating syslem. Ihis code is burncd into tile machine's
!{OM (read only mell1ury) chip.

3. OS/2 combines OS sollware and a GUI in one program.

t\. If there arc no cost cOll1plcmentnrities across vintagcs of technolugy, then tile
requircment tu sink suhstantial investmcnt in soflw:l/e dcvelopmcnt will not convey an
ad\'U1ltage tu tile linn timt succeedcd in tile lirst generation of a teclUlology when compctes
to dcvclop subsequent gcncratiuns.

5 11lere werc two other significant MS-DOS derivatives. For a while. Compaq Computer
had shippcd its machines with its OWII Compaq DOS, and NEC developcd NEC-DOS, a
proprictary operating system that. U1ltil reccntly. dominated the Japanese markc!.

6 Scc Bcrnstcin Research (1993), Exhihit 2. p. 10.

7. Sce Bernstein Rescarch (1993). Exhibit 2.

8 Manes and Andrews (1993a) Citations arc to tile cdited WId condensed version in
Mancs nnd Andrews (1993b).

<J. The P<'TC<..1Itage of Microsol\'s operating system salcs mndc under Cl'll agreemcnls rose
from 20 percent in FY 1989 to 22 percent in 1990,27 percent in FY 1991 and SO percent
in FY 1992. By FY 1993. 60 percent of MS-DOS sales 10 OEMs nnd 43 percenl of
Windows salcs 10 OEMs were covered under CPU agreements. Scc nole 22 infra.

10 II is paid tu Microsoft over tile course of the year with nn initial installrnent al tile
bcginning of tile ycar.

II. From cvery indication, tile implicit pcr-U1ut chargcs WId rcquircmcntlevels vary across
the contracts signcd by diffcrenl OEMs.

12. Sce Ihid, Exhibit J. In tilat year. Microsoll's sales of Windows tilrough OEM WId
upgrades totalcd $599 million.
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Il Whcthcr thc unit is marginal or infrnmnrginol, its vnluc to thc OEM cquols thc
reduction in license fees when that unit is applied to next yenr's purchascs. Of COUlse, to
n.<;.<;css its CWTent value, one must discount for time nnd for the likelihood thaI the additional
U1lit will actually be needed.

14. Sec supra note 10.

IS. "The only error was tilat tile customer was running Microsoft Windows on a

competitor's version of DOS;" Mnnes nnd Andrews (1993b).

IG. Micrusoll rcfused to address compatibility prohlcms with DRI. Microsoll holdlY
defended its action, claiming it hod no responsibility to assist nn operating systems
competitor. Microsoll's actions wcnt beyond refusal to assist a cUlllpctitor, huwcver, as
it had engaged in commercial sabotage. See Rohm (1993).

17. At one time. the FTC staff was also investigating whetiler the relationship hetween
Microsofi's operating systems nnd applications divisions created rcmcdiahlc compctiti\'c
problcms in markets for applications software.

18. (flrilt'd Stott's v. Microsoji Cmp., No. 94-1564 (O.D.e filcd IS July 1995). Amc/Illrd
versions of tile Proposed Final Judgment and the Competitive Impact Stalcment were filed
with the coW1 on July 27.1994.

19. Proposed Final judgment nnd Competitive Impact Statement, 59 Fed Reg. 42845
(1994)(proposed August 19, 1994).

20. The coW1 noted tilat "Tunney Act coW1s arc not mushrooms to be placed in a dwk
comer nnd sprinkled with fertilizer." Microsoft, 1995 U.S. Dis!. LEXIS 1654, p. 42.

21. The actual price paid per unit could be thus highcr even if the royally fee itself
incorporated volume discounts. Moreover, if units bcyond tile required minimUln Rare
sold at a pcr-U1lit chargc. the marginal price jumps from zero to a I'0siti"e level oncc PC
production exceeds R. so that purchases beyond thc requiremcnts le"e1 incur a quwltitY
prem;/lm (see Table 2. above). Average price is tile more typical yardstick for measuring
nonlinearity of prices. nnd in the case of a CPU license, average price falls through the
rnnge up 10 the minimum rcquiremCllts. Thereafler it may rise or fall depending on whether
tile average price al the requiremCllts level is lower or higher. respectively, than the per
unit charge for additional sales.

22. It also requires that tile lump-sum pa}ment from each OEM be tailored so as to be Icss
thwl tile incrctnClltal profit that OEM earns from substituting MS-DOS in place of the next
best alternative.

23. For a discllssion of tIle inccntivcs of nn input monopolist to substitute an output tax for
above-rnnrginal-cost pricing of tIle input when inputs enn be used in variable proportions,
sec Warren-Boulton (1977).

__________1:........-.. - _
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24 For ill1 extensive analysis ofthcsc two elriciency defenses for Microson 's CPU license,
scc 13aseman, WillTen-13oulton, amI Woroch (1995).

25 The core provisions arc found in sections IV(lI) wid lI(F) of Ule Proposed Final
Judgmcnt.

26. Sec Seclions IV(F) and IV(l I) ofUle Proposed Final Judgment.

27. See Ule section ofUle CIS on "Alternatives to Ule Proposed Final Judgment."

2H. "The Departmcnt ... docs not have evidence that Mieroson has, to dnte, in fact
stlUcluroo iLs volurne tliscourlL~ to achieve wilicornpetitive ends." The Competitive Impact
Slatelllent.

2e) Tile resulting pricing sdll.:<.lule len Ule Korean OEMs wiUI esscntially no option out to
cleal exclusively wiUI Microsoll.

30 On December 12, 1994 lire Wall Street Joumal reported Ulat in August, just aner Ule
wrt<;cnl decree wa.~ signed, Microsoft proposcU a contract to Vohis. the Oenn:m PC maker.
thaI estimatw iLs Mnual shipments of 88 models at about 475,000 and quoted a Windows
price of $28 a copy hosed on that total. When the chairnlan of Vobis tried to negotiate a
cliSCOur1t ba.,w on lower estimntl.'t! sales, in order to acconllnodate customers Ulatmigilt ask
Illr OS/2, Microson's response W:lS that Vobis would have to P:lY $83 for each l113chine
uncler :I per-copy license.

3 J. '111e optirn:ll degree of protection for intelleetu:ll pnlperty-in p:lrticular. the optill131
scope for patent or copyright protcction in Ule computer hardware and soflware
industries-is a mailer ofwnsiderable debate that we Cl\I1 only touch on here. This article
is focu.<;cd exclusively on the horizontal eO'ects of Mieroson's practices. and so we do not
express an opinion here as to the merits of the vertical aspects of Ule wltitrust case against
Microsofi We i1ave dealt with similar issues (i.e., network externalities, sunk investments
by u.scrs. dr faCIO standards and interface speeificalions) in an analysis of the proper role
for cop)Tight in soflware. Sec Wl\ITcn-J3oulton, Baseman. and Woroch (1995a) Wid
(1995b).

32. In effcct, finlls earn a normal (i.e .. eompctitive) risk-adjusted retum on Ulcir
investment, while UlC value of tile undcrlying opportunity is passcd on to consumers.

33. For U1is condition to hold, arbitrage anlOlIg OEMs lIlusl be uncconomic.

34 Mieroson can also structure its Windows pricing 10 an OEM in such a fashion as to
make it very difficult for OEMs 10 avoid a Windows CPU contract.
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There are often benefits to consumers and to firms from standardization ofa product. We
examine whether these standardization benefits can "trap" an industry in an obsolete or
inferior standard when there is a better alternative available. With complete information
and identical preferences among firms the answer is no; but when information is incomplete
this "excess inertia" can occur. We also discuss the extent to which the problem can be
overcome by communication.

1. Introduction

• Many goods are "compatible" or "standardized" in the sense that different manufac
turers provide more interchangeability than is logically necessary. For instance, CBS and
NBC television can be received on the same set; GTE Telephone subscribers can talk to
AT&T subscribers; some-though far from all-eomputer programs written for one
computer can be run on another, different manufacturers' nuts and bolts can be used
together; and there are fewer types of sparkplug than there are models of automobile. 1

It is clear that, other things being equal, there are important benefits of such
standardization. That is presumably why government smiles on the development of such
standards, for instance through the National Bureau of Standards, the British Standards
Institute, etc.2 Consumers benefit in a number of ways. There may be a direct "network
externality" in the sense that one consumer's value for a good increases when another
consumer has a compatible good, as in the case of telephones or personal computer
software. There may be a market-mediated effect, as when a complementary good (spare

• GTE Labs and Massachusetts Institute of Technology.
•• Massachusetts Institute of Technology.
Helpful discussions with Therese Aaherty and Julio Rotemberg and financial support from the National

Science Foundation (grant SES-8308782) are gratefully acknowledged.
I Other examples of industrial standardization include plugs and sockets (not internationally standardized;

and in the United States the "polarized" plug is making headway), typewriter keyboards, the ASCI character
sets for computers, 35 mm. film, light bulbs, records and record players, etc. Some examples of commodities
that might usefully be standardized, but are not, include: video cassette recorders, many auto parts, etc. A source
of some interesting history is Hemenway (1975).

2 The bulk of standardization, however, seems to be done through voluntary industry committees
(Kindleberger, 1983). This encourages us in our interpretation of standardization as owing mainly to network
externalities as felt by producers. It has also attracted at least some scrutiny by antitrust authorities (U.S. Federal
Trade Commission, 1983).
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parts, servicing, software . . .) becomes cheaper and more readily available the greater
the extent of the (compatible) market. There may be a benefit to having a thicker second
hand (used) market. Finally, compatibility may enhance price competition among sellers.

All these except the last will feed back into producers' incentive to make their
products compatible. In addition, some kinds of standardization will allow producers to
get inputs more cheaply by exploiting economies of scale in the production of those
inputs. In fact, most standardization is voluntary, rather than government-imposed, and
comes about because of these "network externalities" among producers: other things
being equal, a producer will often prefer to make his product compatible with his rivals'.
This incentive does not, however, necessarily correspond exactly to social benefits.

Katz and Shapiro (1983) develop an oligopoly model in which consumers value a
product more highly when it is "compatible" with other consumers' products. They call
this effect "network externalities." In this framework they analyze the social and private
incentives for firms to produce compatible products or to switch from incompatible to
compatible products. They find, for example, that a dominant firm may choose to remain
incompatible with a rival because it will suffer a substantial decline in market share if it
becomes compatible, since that would increase the value to consumers of its rival's
product.

Although standardization has important social benefits, as outlined above, it may
have important social costs as well. Apart from the reduction in variety, which is
unfortunate if different buyers would prefer different types of product, there is another
possible cost, less well accounted for in the market, which is th~ subject of this article.
Intuitively, it is plausible that the industry, once firmly bound together by the benefits of
compatibility or standardization, will be inclined to move extremely reluctantly to a new
and better standard because of the coordination problems involved. For example,
Hemenway (1975) reports that the National Bureau of Standards declined to write
interface standards for the computer industry because it feared that such standards would
retard innovation. And many investigators believe that the standard "QWERTY"
typewriter keyboard is inferior to alternatives such as the Dvorak, even when retraining
costs are considered: the reason for its persistence is (supposedly) the overwhelming
benefit from compatibility.3 In this article we study the possibility that this "excess
inertia" impedes the collective switch from a common standard or technology to a
possibly superior new standard or technology.4

In Section 2 we study a simple model where it is corpmon knowledge that the firms
are identical, and where they decide sequentially whether to change to the new technology.
A somewhat surprising result emerges: if all firms would benefit from the change, then
all will change! In other words, there is no excess inertia impeding the change. Both
unanimity and complete information are necessary for this result, however. We discuss
the complete-information model with different preferences, but the focus of the article is
on the incomplete-information model.

In Section 3 we allow for incomplete information about the "eagerness" of each firm
to switch to the new technology. The equilibria that arise resemble bandwagons. Firms
that strongly favor the change switch early, while those that only moderately favor wait

J David (1984) cites a U.S. Navy study which found that the payback period for retraining typists with the
Dvorak keyboard was only ten days. This implies present values of time savings very much in excess of plausible
costs for converting the physical stock of typewriters, especially since gollball typewriters would only require a
new gollbaJl and some stickers for the keys, while word-processing computers can also be cheaply converted.

• Arthur (1983) has modelled the evolution of a standard in an industry with network externalities and
shows how, in a simple model, the realization of early random events can affect the standard chosen. Our work
is concerned with the behavior of an industry that has already adopted a standard and is considering switching
to a new one.
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to see whether others will switch and then get on the bandwagon if it in fact gets rolling.
If that happens, some who oppose the change will ultimately adopt it. Among those who
first get on the bandwagon are some types of firms that will regret switching if in fact
they are not followed. They sufficiently favor the change, however, to be willing to take
that risk; the compensating benefit is the hope that they will precipitate the bandwagon
effect.

In our model with incomplete information, we show that there is always excess
inertia. Two types of excess inertia occur. In the first, and the most striking, which we
call symmetric inertia, the firms are unanimous in their preference for the new technology
and yet they do not make the change. This arises when all the firms only moderately
favor the change, and hence are themselves insufficiently motivated to start the bandwagon
rolling, but would get on it if it did start to roll. As a result, they maintain the status
quo. In the second type of inertia ("asymmetric inertia") the firms differ in their
preferences over technologies, but the total benefits from the switch would exceed the
total costs. As before, this inertia arises because those in favor are not sufficiently in favor
to start the bandwagon rolling.

Symmetric inertia is purely a problem of coordination. Hence, one might expect
that, as in Farrell (1982), nonbinding communication of preferences and intentions may
eliminate the inertia. We show in Section 4, however, that while this indeed eliminates
the symmetric excess inertia, it exacerbates the problem of asymmetric inertia.

In Section 5 we present our conclusion and suggest avenues for future research.

2. A model with sequential decisions and complete information

• One of the clearest features of noncooperative5 standard setting is its bandwagon
quality. When compatibility is an important consideration for a firm setting its product
specifications, early movers can influence later movers' decisions: if firm 1 switches to a
new standard, then firm 2 will find switching more attractive than if firm 1 had not
switched. In this section we present a simple model of that effect in which firms' decisions
are taken sequentially, and payoffs are common knowledge. We show that if, allowing
for transition costs, all firms would prefer the industry to switch, then the only perfect
equilibrium is that they all do so.

While the sequential timing may seem artificial, we can show that every equilibrium
we derive is also an equilibrium in the simultaneous-move game. Moreover,the
equilibrium if timing is endogenous (see below) is one of those we now consider.

Let N = p, 2, ... , n} denote the set of firms in the industry. For any j EN and
any S s; N containing j, we define Bj(S, Y) as the net benefit to firm j from switching,
together with the other firms in S, from the old standard (X) to the new one (Y), relative
to its benefit if all firms stick with X. In other words, we normalize so that each firm gets
zero benefit in the status quo. Then BiS, Y) is the value to j of switching and having the
other members of S switch. This is a present value, and net of any transition costs. Thus,
firm j would favor a change by the entire industry if and only if Bj(N, Y) > O.

We also define Bj(S, X) for subsets S containing j, as j's payoff if j and the other
members of S stay with X, while the members of N'-.S switch to Y. Thus, in particular,
Bj(N, X) = 0 by normalization.

The basic assumption of positive network externalities can now be phrased by
Assumption 1.

~ To be clear, what we have in mind is that those producers who adhere to the standard do so purely
because others do so. There is neither a standard-enforcing authority nor a system of binding though voluntary
contracts to adhere to standards, though both of these possible institutions would be interesting to analyze.
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Proposition 1. Suppose that, for each j,

BAN, Y) > Bj({j,j + 1, ... , n}, X).

o Symmetric case. In some of the work below, we assume that Bj(S, X) depends only
on the number of firms in S, and likewise for Bj(S, Y). Thus, we can write the benefit
functions as BAm, k), where m is the total number of firms in S, i.e., the number making
the choice that j makes. Moreover, we shall sometimes assume that the function Bj ( " .)

is the same for all j, so we can simply write B(m, X) or B(m, Y).

then the unique perfect equilibrium involves all firms' switching. Therefore, in this model,
there can be no excess inertia in the symmetric sense that each firm prefers an overall
industry switch but it fails to happen.

Condition (I) is weaker than unanimity (2), however. So Proposition 1 tells us that
players), late in the game, sometimes switch, even though Bj(N, Y) < Bj(N, X). Moreover,
it is clear that there is no necessary relationship between L [Bj(N, Y) - BAN, X)] and

j

the outcome of the game: we can find excess inertia or its opposite if we make judgments
based on adding benefits.

Being late in the game is a strategic disadvantage because of our assumption that
each agent has only one chance to choose his standard; thus, early movers are able to
commit. In a game of complete information, there is no countervailing value to waiting
to see how things evolve. This is expressed by the following result.

Proposition 2. Given the preferences of all agents, each agent is better off (not necessarily
strictly) moving earlier than moving later.6

Proposition 2 is proved in the Appendix. It uses only the presence of network

Then the unique perfect equilibrium involves all firms' switching.

Proof The condition (I) ensures that, for each j, if 1, ... ,j - I have already switched,
then j prefers to switch (if he believes all the rest would follow) rather than to stay
(whatever his beliefs about how many others would then switch). Since) knows this is
true for j + 1, ... , n, he knows they will switch if he does; and so he will switch.

Notice that Proposition 1 does not use Assumption I. Using that assumption yields the
following result.

Corollary. If

o The model. The set N of firms is given, as are the alternative standards X and Y. All
firms are initially at standard X. There are n periods to the game, which has perfect and
complete information. (Since one firm has a decision each period, the number of periods
is equal to the number of firms.) In period j, firm j decides whether to switch to Y. If S
denotes the set of firms that do switch, then the payoffs are

Assumption 1. If j E S s; S' and k = X or Y, then B)S, k) ~ B)S', k).

This says that, whatever j's choice, he prefers to have others make the same choice. This
introduces the coordination considerations that are the focus of this article.
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externalities-Assumption I. The essence of the proof is that having an earlier position
gives power over later movers, and hence even earlier movers are obliged to treat one's
preferences with more respect.

Intuitively, there is a benefit of commitment from moving early. In a general game,
there can be a countervailing factor of "regret": once a von Stackelberg follower has
moved, the leader would like to change his move, if he could.? In this game that does
not happen: every sequential equilibrium would also be an equilibrium if firms decided
simultaneously on their choices. The other factor which sometimes makes it desirable to
move later in some other games, i.e., the fact that information may flow in, is also absent
from this model, but is addressed. in Section 3.

A simple example in which Proposition 2 holds strictly is provided by the following
two-firm case:

FirmA
BA(m, X) BA(m, Y)

m = I I -2 -I
m = 2 0 1

Firm B
Be(m, X) Be(m,Y)

m = I I -2 -3
m = 2 0 -1

If A moves first, then he will switch and B will follow. If B moves first, however, he will
not switch, and A will then not switch. It is easy to check the claim of Proposition 2 that
each firm prefers the outcome that results from its moving first.

o Endogenous timing and a bias for switching. Hitherto, we have had no essential
strategic difference between X and Y, once switching costs were netted out from the
benefits of Y. Each firm in tum could commit itself to X or to Y. We now discuss what
will happen if a choice of Y is irreversible, while a choice "remain at X" is not. One
reason this might be true is that remaining at X means a continuing and gradual
replacement of plant, worker skills, etc., while a switch to Y, or a reversion to X, would
involve a much greater cost. If this switching cost is substantial, a switch to Y will be
seen as at least somewhat of a commitment, while remaining at X enables a firm to keep
its options open. With this assumption we can remove the artificial assumption that firms
make their decisions in a prespecified order. Instead, those who wish to choose Y go first,
in effect. In view of Proposition 2, this will bias the outcome towards Y, in the sense that
among the specified-order equilibria it is the one most inclined to Y that will occur.

To make this precise, we introduce the following notation. Let e be any perfect
equilibrium with a prespecified order of moves. Write S(e) for the set of firms that switch
to Y in that equilibrium. Now define S* to be the union of all the sets S(e), where e
ranges over all possible orders of moves.

Proposition 3. When timing is endogenous as above, then all firms in S* switch to Y.

The proof of Proposition 3 is in the Appendix. Notice that Proposition 3 implies that
with this form of endogenous timing, if all finns favor a switch (BiN, Y) > 0 for all j),
then they will all switch. If no firm favors a switch, none will switch. But in intermediate
cases there is a bias for switching.

7 For example, in "matching pennies," moving first would be a disadvantage.

3. A m<

• The a
informatic
its strong
followed if
represent 1

We also a
with the il
3 would SI

Since
can write·
is now no
of i. High
technolog~

types are {
assumptio
attention 1

two periD(
There

or not at ~

the equilil
DO firm tl;

If we
for player

i.e., the se
.. first-periD<

types and
speaking (
who did s
be simplif

Werr

Assumptic

Networks
setting.)

Assumptic

'With
that some y,

switched in
switch, and I

switch after!
is dominate<:

'We co

period l. See
to ensure the
condition is

Using the d(
satisfied. We



ler position
-rreat one's

:::eral game,
:Jilower has
::- that does
IDS decided
aesirable to
-1l.1so absent

:e following

''o'er, he will
Irion 2 that

FARRELL AND SALONER / 75

3. A model with incomplete information

• The analysis of the previous section relies heavily on the assumption of complete
information. This assumption seems somewhat unrealistic, however, especially in view of
its strong implications. In reality, a firm will generally be uncertain whether it would be
followed if it switched. In this section we study a somewhat different model in which we
represent that uncertainty as incomplete information about the other firm's preferences.
We also allow for endogenous timing of moves, as above, but find that in conjunction
with the incomplete information this yields a richer set of possibilities than Proposition
3 would suggest.

Since we are explicit about incomplete information and differences among firms, we
can write the benefit function as B i

( " '), where i denotes a firm's type, and where there
is now no need to subscript B( " '), since any differences are captured in different values
of i. Higher values of i will be taken to indicate stronger preferences for the change to
technology Y. We take the set of types to be the unit interval, and we assume that all
types are a priori equally probable, i.e., types are distributed uniformly on [0, I]. (These
assumptions are not restrictive and considerably simplify the exposition.) We also restrict
attention to the two-period, two-firm case, although we shall see that having more than
two periods would not change the results.s

There are thus two periods, 1 and 2, and each firm can switch at time I or time 2
or not at all. As in Section 2 we rule out reswitching. As we show in footnote 9, however,
the equilibrium which we develop below with this assumption also has the property that
no firm that switches in period 1 would want to revert.

If we let S denote the action "switch" and let D denote "do not switch," a strategy
for player j can be described by the pair

O"~: [0,1]- {S,D} and O"~: [0, 1) X {S, D} -+ {S, D},
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i.e., the second-round move is conditioned on the player's own type and the opponent's
first-period move. Here 0"/ describes the strategy for period t and maps the set of player
types and history of play to date into the possible actions the firm can take. (Strictly
speaking O"~ should be conditioned also on whether player i switched at time 1. A player
who did switch at time I has no further decisions to make, however, and hence O"~ can
be simplified as above without ambiguity.)

We make the following assumptions, which are illustrated in Figure 1:

Assumption 1, B i(2, k) > Bi(l, k), k = X and Y.

Networks are beneficial. (This is Assumption I of Section 2, rephrased for the current
setting.)

Assumption 2. B i(2, Y) and B i( I, Y) are continuous and strictly increasing in i.

I With n firms, suppose that there were m > n perilX!s, and in period i there were both positive probability
that some would switch and positive probability that none would switch. With symmetric strategies, if none
switched in period i, then every firm would become uniformly more pessimistic about others' willingness to
switch, and therefore (having decided against switching at period t) would never switch. If a firm were going to
switch after receiving the bad news, this would mean it was going to switch anyway, but the strategy of waiting
is dominated by switching immediately. This means that n periods suffice to analyze the n-firm case.

9 We could assume that it is prohibitively costly to switch back to X in period 2 after switching to Yin
period I. See the briefdiscussion in Section 2. We could alternatively investigate the condition on the B function
to ensure that such reswitching would never occur. anticipating the notation about to be developed, a sufficient
condition is

~-[ [ ~-[ [
-,.-B;·(2, Y) + -;;B"(J, Y) <!: -,.- B"(],X) + -B;O(2,X).

1 / / /..

Using the definition of I", and the fact that B,o(2, X) = 0 <!: B;°(J, X), we can see that this condition is always
satisfied. We do not fully understand this remarkable conclusion.
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FIGURE 1

EXAMPLES OF BENEFIT FUNCTIONS THAT SATISFY THE ASSUMPTIONS OF THE MODEL

This assumption captures what is meant by a "type": higher types (indexed by higher
values of 1) are more eager to switch to Y, both unilaterally and if the other firm also
switches.

Assumption 3. B I( I, Y) > 0 and BO(2, Y) < BO( I, X).

Unilateral switching is worthwhile for at least one possible type of firm, and (at the other
end of the spectrum) there are some types who would rather remain alone with the old
technology than join the other firm with the new technology. This assumption also
implies that for intermediate values of i, a firm's decision will at least sometimes depend
on its predecessor's decision: this is what makes the model interesting.

Assumption 4. B i(2, Y) - Bi(l, X) is monotone in i.

If a firm of type i' prefers a combined switch to Y to remaining alone with technology X,
then so do all firms with i > i/. In other words, if i' would follow a lead, then so would i
> i'.

A helpful analogy is a political "bandwagon" effect. Politicians considering what
position to take on an issue are concerned not only with how strongly they feel about it,
but perhaps also with how likely it is that their stand will become the majority view.
Intuitively, we might expect vigorous opponents to oppose the issue regardless of their
expectations. Staunch supporters might commit themselves without waiting to see whether
it seems that theirs will become the popular view. A more "political" middle group may
wait awhile to test the political waters, declaring themselves to be "for" the measure if
the bandwagon begins to roll and "against" otherwise. Thus a "bandwagon strategy" for
a firm can be defined by a_pair (i*, 1) with i* > [such that: (i) if i ~ i*, the firm switches
at time I; (ii) if i* > i ~ i, the firm does not switch at time I, and then switches at time
2 if (and only if) the other firm switched at time I; and (iii) if i < r, the firm never
switches.

A "bandwagon equilibrium" is defined to be a perfect Bayesian Nash equilibrium in
which each firm plays a bandwagon strategy. In what follows we shall concentrate on
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symmetric bandwagon equilibria, i.e., those for which (l, f*) is the same for each player.
Asymmetric bandwagon equilibria only exist for some specifications of the benefit
functions, and will come in mirror-image pairs if they occur. Accordingly, we expect
them not to be focal. On the other hand, using only the fairly weak Assumptions 1-4,
we show below that a unique symmetric bandwagon equilibrium exists and that there are
no equilibria that are not bandwagon equilibria.

First, let rbe defined by B i( 1, X) = B i(2, Y). Thus, any firm with type i < [ would
prefer remaining with the "old" technology to switching to the "new" technology, even
if the other firm switched. Clearly, such a firm will never switch. On the other hand, a
firm with i > rwould switch in the second period if the other firm had already switched
(and assuming that switching back is known to be precluded). This essentially describes
behavior in the second period. 10 Using this, we can now analyze the first period.

Define flz) = iBI(2, Y) - l[BI(2, y) - BI(I, Y)]. Let I = {i: Jtl) = O}.

Lemma I. (a)JtI) < 0 '<t i ~ l; (b)JtI) is strictly increasing in i'<t i> l; (c)Jtl) > 0; (d) I
contains exactly one point (which we call i*); and (e) f* E ([, 1).

Proof (a) For i ~ f, [B i(2, Y) ~ fB I(2, Y). Also [Bi(l, Y) < [Bi(I, Y) < [B i(2, Y)
lEi!! lBi(I, X) < B i(2, X) Ii! O. So (iB i(2, Y) - JBi(2, Y» + [Bi(l, Y) < 0 '<t i ~ [
(b) Immediate since (i - I) > 0 for i > [and since B i(2, Y) and Bi(l, Y) are strictly
increasing. (c) Jtl) = B I (2, Y)[l - n+ JBI(I, Y). But [ < 1 (since B I (2, Y) > 0) and
B I(2, Y) > BI(l, Y) > O. (dHe) SinceJtz) is strictly increasing and continuous on (f, 1]
withJtz) < 0 andf(I) > 0, there exists exactly one [ < i* < 1 for which Jti*) = O.

Lemma 2. Bi·(I, Y) < 0 and B i·(2, Y) > O.

Proof i*B i ·(2, Y) = [B i·(2, Y) - [Bi·(l, Y) by the definition of i*. Therefore Bi·(l, Y)
= ([ - i*)B i·(2, Y)/l. Now [> 0 and [ < i* imply that B i ·(2, Y) and Bi·(l, Y) have
opposite signs. But then B I(2, y) > Bi(l, Y) gives the result.
These lemmas are illustrated in Figure 2.

We can now prove the following.

Proposition 4. With [and i* as defined above, a unique symmetric bandwagon equilibrium
exists.

Proof There are three actions to consider:

al: switch at time 1
a2: switch at time 2 if and only if opponent switched at time 1
a3: do not switch at time 2 even if opponent switched at time 1.

(There is a fourth possible action, a4: switch at time 2 if opponent did not switch at time
1, but this is dominated by al.)11

Let ui(aj) be the expected benefit to a firm_of type i when it uses action aj and when
its opponent is using the bandwagon strategy (i, i*). The proof proceeds in three steps:

(i) For i > f, ui(ad - ui(a2) has the sign of i. - i*:

ui(ad = B i(2, Y)(l - [) + Bi(I, Y)l;

u i(a2) = Bi(s, X)i* + (I - i*)B i(2, Y) = (1 - i*)B 1(2, Y).

10 The only thing left to specify is what happens in the second period if neither firm switched in the first.
We show below (Proposition 5) that neither firm will switch. See also footnote 11.

II If a firm's opponent is of a type below J, o. and o. yield the same payoff B'( I, Y). If the opponent is of
a type above J, o. yields B 1(2, Y), whereas one can easily show that o. gives a positive probability of BI(I, Y),
and complementary probability of BI(I, Y) < B i(2, Y). This concludes the argument.
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FIGURE 2

AN ILLUSTRATION OF THE DERIVATION OF THE CRITICAL LEVELS T. jO. AND j'

BENEFITS

~------+--+-.......,~------lBi(2,X)

Therefore, ui(ad - u i(a2) = /(1). The result follows from Lemma 1.

(ii) u i(a2) - ui(aJ) has the sign of i - F:

u i (a2) = B i(2, y)( I - i*);

ui(aJ) = Bi(l, X)(l - i*).

The result follows from Assumption 4 and the definition of r.
(iii) If i ~ J, aJ is a dominant strategy. If i > r, a2 is preferred to aJ (from (ii» and if
i > i*, al is preferred to a2 (from (i». Therefore, the bandwagon strategy (J, i*) is the
unique best response to the bandwagon strategy (J, i*).

Finally, a symmetric equilibrium has /(i*) = 0 by step (i). But then Lemma I implies
that there is a unique symmetric bandwagon equilibrium. This proves Proposition 4.

Several features of the equilibrium can be observed directly from Figure 2. As
Lemma 2 shows, there is a region below i* where nonetheless B i(2, Y) > O. If both firms
are of types that fall into this region, the switch will not be made, although it would have
been made in a world of complete information and although both firms would then be
better off. There is symmetric excess inertia! The intuition is clear. Both firms are
fencesitters, happy to jump on the bandwagon if it gets rolling but insufficiently keen to
set it rolling themselves.

In addition, there is also asymmetric excess inertia. One firm may be of the kind
discussed above (B i(2, Y) > 0 and i < i*), but the other firm may have Ri(2, Y) < O.
There will always exist some cases where B i(2, Y) + B i'(2, Y) > 0 and i, i' < i*. Here
~g~in th~ switch will not be made even though the sum of the benefits is positive. Finally,
It I~ possible that the switch will be made even though the sum of the benefits is negative.
ThiS occurs when one of the firms favors the switch and, although the other opposes it
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strongly, the latter prefers switching to remaining alone with the old technology. Excess
"momentum" of this kind will not always exist, but can occur for appropriately specified
benefit functions.

Notice too that there are some types in the region i* > i > [for which
B i(2, Y) < O. These finns will switch if the other finn switches, but would have preferred
that the new technology had not come along at all. If polled about their intentions ex
ante, they would vehemently claim that they would not switch even if the other switched. 12

This motivates examining the question of communication, to which we turn in the next
section.

There are also some types just above i* for which Bi(l, Y) < O. These types start
the bandwagon rolling, but if it turns out that the other finn was of a type below [(so
that their lead is not followed), they regret their decision ex post. Here, again, there is a
straightforward intuition. Types in this range sufficiently favor technology Y that they
risk starting the bandwagon even though they know with positive probability that they
are up against an "intransigent" with type less than [and will end up worse off if this
turns out to be so.

There are a number of interesting comparative static results. Consider increasing
B i(2, Y) or decreasing Bi(l, X) until B°(2, Y) > B°(l, X) (removing Assumption 3), so
that every type of finn would follow if the other finn switched. In that case r = 0 and so
f(l) = iB i(2, Y). Therefore, i* is defined by B iO(2, Y) = O. This means that in equilibrium
if the switch is beneficial for both firms, they will both switch at time I! Thus, in the
absence of the intransigents with i < r, symmetric excess inertia disappears. In addition,
(trivially) the inertia that arises when only one finn favors the switch also disappears
here. Excess momentum can, however, still arise. This bias in favor of switching arises
from the assumption that switching back from Y to X cannot occur, just as in Proposi
tion 3.

As one would expect, as B i
( I, Y) increases towards B i(2, Y), i* decreases until the

point defined by B iO(2, Y) = O. As Bi(l, Y) decreases, i* increases, and tends to 1 as
Bi(l, Y) becomes sufficiently low.

Finally we demonstrate that there are no equilibria that are not bandwagon equilibria.

Proposition 5. Any equilibrium strategy is a bandwagon strategy.

Proof First, we have
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by perfectness. Further, (J2(D, l) = D for all i (see footnote 11). Consider firm I's decision.
Suppose it assesses probability I - q that finn 2 will switch at time 1. Then, if it waits
until time 2, it earns B i(2, Y)( I - q) + B i(2, X)q = B i(2, Y)(1 - q). If it switches at time
1, it earns B i(2, y)( 1 - [) + TBi( 1, Y). It pays to switch if

B i(2, Y)q - /[B i(2, Y) - Bi(l, X)] ~ 0,

which is monotone in i. Therefore, if it is optimal for any type i' to switch at time 1,
then it is also optimal for any higher type iff, iff > if. So any optimal strategy involves a
cutoff at time 1. But then any equilibrium strategy is a bandwagon strategy.

4. The model with incomplete information and communication

• The analysis of the previous section shows that incomplete information introduces
excess inertia in which the new technology is not adopted even when adoption is favored

12 The purpose of this lie would be to dissuade the other from switching, if the other had

B i(2, y) > 0 > Bi(l, Y).
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by both firms. It seems plausible that allowing even a minimal amount of coordination
between the finns would eliminate such "symmetric" or "Pareto" inertia. In particular,
if we allow a single public statement by each firm as to whether it favors the switch
before any actions are taken, this problem disappears. Any type i firm for which
B i(2, Y) > 0 would have no incentive to hide this fact and could be expected to announce
truthfully. If both firms so announced, we would expect technology Y to be adopted.
Similarly, any type of firm with i < [ could be relied on to reveal its type truthfully. Only
those types of firm for whom B i(2, Y) < B i(2, X) and B i( I, X) < B i(2, Y) should be
expected to misreport. This is the group that would "jump on the bandwagon" once it
got rolling but that would rather the bandwagon had not started rolling at all.

Formally, we model this by adding a period to the beginning of the two-period
model of the previous section. At time 0 each firm (simultaneously) announces F or A
("for" or "against") the switch. 13 Time I and time 2 are then as before.

A strategy now stipulates for each type of firm what announcement to make and
whether to switch at times. I or 2 (as a function of all available information). We shall
demonstrate below that the following strategies constitute a perfect Bayesian Nash
equilibrium to this game with communication:

(I) Announce F if and only if i ~ iO, where iO is defined by B iO(2, Y) = 0 = B iO(2, X);
i.e., if and only if B i(2, Y) ~ O.
(2) If both firms announce F, both switch at time 1.
(3) If both firms announce A, neither switches at time 1 nor time 2.
(4) If one firm announces F and the other announces A, employ a bandwagon strategy
{i', i}, where [is as before and i' is defined by Bi'(2, Y)io = l[B i'(2, Y) - B i'(I, Y)].

The only part of the description of equilibrium that requires explanation is part (4).
We provide a discussion rather than a formal proof that would largely mimic the proofs
of Propositions 4 and 5.

The major change from the no-communication case is in each firm's subjective
probability assessment that it will be joined if it initiates a switch. Previously, this was
merely the probability (I - i). Now, however, if the other firm has announced "A," this
probability is given by Prob {i ~ ni < iO} = (i0 - [)/io = 1 - I;io. Since iO < I, we have
(i0 - i)/io < (I - i). This merely says that a firm is more pessimistic that it will be
joined in a switch if the other firm has announced "A."

In showing that these strategies form an equilibrium, a typical calculation is the
following: should a type i > i' deviate to a strategy of s~itching at time 2, if the other
firm switches at time I, from its proposed strategy of switching at time I? Under its
current strategy it earns

B i(2, Y) Pr{j > nj < iO} + Bi(l, Y)[I - Pr{j> nj < iO}]

= B i(2, Y)( 1 - i/io) + Bi(l, Y)(l;io)

=B i(2, Y) -i;iO[Bi(2, Y) - Bi(l, Y)].

If it deviates to the alternative suggested strategy, it earns B i(2, X) == 0 with
certainty (since the opponent has announced N). The deviation pays if and only if
B i(2, Y)io < i[B i(2, Y) - Bi(l, Y)]. It is this that motivates the definition of i' given
above. This is illustrated in Figure 3.

_ . IJ A more elaborate-even a multistage-system of communication before play begins would reduce to
t~IS In effect: The reason is that each player either wants to encourage the other to switch, or wants to discourage
him, and. th~ preferen~ depends only on the player's own type, not on the other's. Thus we get "bang-bang"
communication strategies: one either chooses the most encouraging or the most discouraging communication
strategy. Thus, there is no need to consider more than two communication strategies.
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FIGURE 3

THE EFFECT OF COMMUNICATION ON THE BANDWAGON EQUILIBRIUM

BENEFITS

jOB112,Y)
BIll,Y)

L.~:",--:r:'---lT[BI(2,Y)-BI(1.Y)1

Notice that for all i> iO, iB i(2, Y) > iOB i(2, Y). Therefore i' > i*. This means that
a strictly smaller set of types will initiate the switch in the communication case when
announcements differ than in the no-communication case. As a result, "excess momentum"
and "excess inertia" of the kinds that arise when the preferences of the firms differ are
respectively lower and .higher than in the no-communication case. Thus, while commu
nication in the form of a "straw vote" eliminates excess inertia where the preferences of
the firms coincide, it increases inertia where the preferences differ.

5. Conclusion and further directions

• In this article we have analyzed the problem of coordinating innovation or a change
of standard in an industry in which products not compatible with others are at a
substantial disadvantage. We have shown that there can be inefficient inertia, or inefficient
innovation, and that these problems cannot be entirely resolved by communication
among firms.

Some important topics which we have left untouched, but which would be appropriate
for further work, are the following.

(1) In reality, a standard is often a more complex object than we have implicitly assumed
by supposing that a firm either "adopts" or "does not adopt." In particular, compatibility
need not be symmetric: for example, a computer company can try to arrange that the
software written for its competitors' machines will run on its machines, but not vice
versa, A somewhat similar contest produced the peculiarly shaped holes in old fashioned
safety razor blades. This, of course, represents an attempt to get network externalities for
oneself while denying them to competitors.

(2) The literature on optimal product diversity (Salop, 1979) assumes that the benefits
from standardization come from production economies of scale. It would be interesting
to analyze the tradeoff with variety if the benefit from reduction in variety came from
consumer-side network externalities.
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(3) All our models above are timeless in the sense that, in the end, payoffs are determined
only by who has adopted a standard, not by when the standard was adopted. In some
cases there may be benefits to early adoption of what later becomes an industrywide
standard: the first-mover advantage. On the other hand, it may be costly to be incompatible
with the majority of firms in the industry for the length of time it takes for them to
follow; and, of course, there is a possibility that they may not follow. Thus, even apart
from bandwagon effects, timing becomes an interesting issue. (For some related work,
see Wilson (1984». To address these issues of timing, Rohlfs (1974) considered an
adjustment process in which (in contrast to the present work) consumers choosing
whether to subscribe to a communications service with network externalities make their
decisions on the basis of current payoffs. He exhibits multiple equilibria and critical-mass
phenomena, analogies to which could also be drawn here. Dybvig and Spatt (1983)
develop and analyze government incentive schemes to deal with the externalities that
arise in a model like that of Rohlfs.

(4) It is widely believed that "large" firms have a great deal of strategic power in the kind
of de facto standard-setting we analyze here. This can be examined in the context of our
model: a large firm's customers experience relatively little change in their payoff when
other firms. decide whether to be compatible with the large firm. By contrast, the large
firm's decision substantially affects the payoffs to buyers of other firms' products. It is an
open question whether this concentration of power leads to distortions in the industry's
choice of technology.

We are studying these and related issues, and we believe there are many other
interesting questions to be investigated in the area.

Appendix

• The proofs of Propositions 2 and 3 follow.

Proof ojProposition 2. We begin by proving three lemmas to get Proposition 2.

Lemma A. If n ~ 2, each finn (nonstrictly) prefers to go first.

Proof Call the finns A and D, and their decisions (X or Y) k" and k s . Let (k", k s ) be an equilibrium when A
goes first. Then, as pointed out in the discussion following the statement of Proposition 2, k" is also A's best
response to ks . Therefore, D can achieve his payoff from (k", ks ), if he moves first, simply by choosing ka as
before. Of course, D may be able to do better by making another choice when he goes first.

Lemma D. Whatever h may be, any finn would (nonstrictly) rather be #1 than #2.

Proof This follows from Lemma A, if we collapse the responses of finns 3, 4, ... , n into the payoffs for firms
A and D, which are trading places I and 2. All that needs to be checked is that the reduced game continues to
satisfy Assumption I, and that is clear.

Lemma C. For any n, and any j = I, 2, ... , (j - I) a finn in position (j + I) would (nonstrictly) like to trade
places with the finn in position j.

Proof Lemma B assures us that this would be true if we could think of the actions of I, 2, ... , (j - I) as not
responding to the change. We then must show that any response by the early players will be favorable to the
finn (call it D), which has switched from (j + I) to).

The reason this is true is that the switch has made the consolidated response function of players
j, ) + I, ... , n (considered together) more in line with D's preferences (Lemma I). Therefore, players
I, ... , (j - I), considered as playing a game with the responses of),) + I, ... , n collapsed into the payoff
functions, have !lad their preferences shifted in the direction of D's desires.

Proposition 2 now follows by repeated application of Lemma C. That is, to show that, given the order of
the ~ther (n - I) fi~ a finn prefers to be earlier in that sequence rather than later, one simply imagines the
firm s repeatedly mOVIng up one place and bumping its predecessor one place down (as in progress up a squash
ladder). This proves Proposition 2.

ProofojProposition 3. We actually prove a stronger version of Proposition 3:
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(i) Consider the game with two fixed orderings of moves. Let e, and e2 be perfect equilibria of the games
corresponding to those orderings. Let See,) be the set of finns that switch in equilibrium e, and let S(e2) be
those that switch in e2. Then there exists another order of moves with its perfect equilibrium e, such that
See,) U See,) s See).
(ii) There exists an order of moves giving a perfect equilibrium e* such that S(e*) is the union of all sets See)
for equilibria e.
(iii) If moves are in endogenous order, then the set S(e*) of firms will switch to Y.

Proof Begin with the equilibrium e,. Preserving the order of moves within See,) and N, S(e,), move the
members of See,) to the front. (So, for instance, if n = 5 and See,) = {2,4}, then we would have a new order
of moves 2, 4, I, 3, 5.) It is clear that, in this new order, at least all the finns in S(e.) will switch. Now, leaving
fixed the order of S(e,), rearrange the members of N,S(e,) so that the members of S(e~,S(e,) come
immediately after the members of See,), and come in the order they took in e2. It should now be clear that with
the moves in that order all the members of S(e,),S(e2) will choose Y. This proves the first part of Proposition
3. To clarify the somewhat involved rearrangement, we now give an example to illustrate.

Let n = 5, See,) = {2,4} when the order is 1,2,3,4,5 (e,) and S(e2) = {3,4,5} when the order is 1,4,5,3,2
(e2). Then we first change 1,2,3,4,5 to 2,4,1,3,5 (bringing the elements of See,) to the front). Next, keeping 2,4
fixed at the front, we rearrange 1,3,5 so that 5 and 3 are brought forward, and placed in that order because that
is how they appear in e2. Thus we have 2,4,5,3, I. In this order, 2, 3, 4, and 5 will all switch.

The second claim of Proposition 3 follows by repeated application of the first part.
The final claim, that all finns in S(e-) will switch if the timing of moves is endogenous, can be shown by

induction on n as follows: the first finn to move in e· can move rapidly and choose Y. (If it were not the first
to move, it would be because another finn had committed to Y, since "moves" X do not really count, as they
are reversible.) He can then rely on the (inductively assumed) proposition for the remaining finns to ensure that
the maximal set, i.e., S(e·) less himself, of the others will choose Y. This puts everyone in the same position as
in e· itself, so the outcome is that S(e·) will switch. This proves Proposition 3.
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