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Figure 2.1 Transport Capacity Increases
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'. Cupacity increases offiber over time

In the past. AT&Ts competitors did not generaJly deploy the fastest possible electronics available
in their networks. The following chart shows the potential tiber electronics that existed for the
years 1989 through] 99:3, the number of corresponding DS.:3s, and the average number ofOS-:3s
per fiber pair that AT&Ts competitors had deployed in their Dctworks.IO

]1 is believed that the
.... average electronics decline in 1990 may reflect the expansion of ac<;eSS routes with lower capacity

requirements and therd'ore lower electronics speeds.

Table 2·1 Available Fiber Electronics Versus Average Electronics Deployed

, • uses way. division Il1wuplexm& (WPM)

Yev Available ElcaJQllics fD5-3sp:r Aval'ge Com~lor
FiberPail' , DS·3s t>eT Fibe7 Pair

1989 417 M1>ps 9 10.3
1.2 (;bps 24
1.7 ObDs 36

1990 '2.4 (;bps (2 x U (;bpS)' ~8 9.1
3.4 GbM Ii x 1.7 Gbi>." 72

1991 2.4 Gbps (2 x 1.2 Gbps)' 48 12.6
3.4 GWs (2 x 1.7 0bPs)' 72

1992 2.5 Gbvs 48 13.2
1993 2.S GIms 48 16.3
1994 S.1 Gbvs (3 x 1.7 G!lps)' 108 Nm Available
1995 S.O Ghns (2 x :U Gbps)' 95
1996 10 Gbps 192

20 Obi>s (I " 2.S Qtms). 334..

- I. Derived from data in FCC '"Fiber Peploymcnt Updates" dated Apt. 1990. ~r. 1991. A\l'f. 1992. Apr. 1993,
....pr. 1994, Johnathan M. XnIl5haat .
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The foIlowing eharts illustrate that since the 1990 Study, the actual and potential tapacity
installed by AT&T's competitOrl have grown faster !han their own and the industry's switched
demand. The Competitors' Transport Capacity. Growth by Component chan illustrates how
increases in capacity have been largely due to faster electronics and not just the laying of new
fiber in the ground. From 1990 to 1993, II the DS·) capacity ofAT&T's competitors has
increased nearly 2.5 times, while fiber miles have only increased about 1.2 times.12 Furthermore,
the potential capacity of the existing lit fibers using the latest electronics was more than 4 times
greater than the capacity ofAT&T's competitors' netWOrks at the end ofl993 as shown on the
Competitor Transport Capacity - Potential &. Actual chart.

The Competitors' Transport Capacity - Growth by Component chart shows that the increases in
competitors' capacity have been the result ofincreases in three factors: electronics, fiber miles;
and percentage- of fiber lit.' The impaeu ofeach factor \Vtfe estimated and are shown. '.Thisc~
was developed by normalizing competitors' DS·) capacity to one for 1990, the year of the prior
study, and showing the contribution ofeach of these factors over time. The Minute Growth chart
10 the right shows that minutes, normalized to one in 1990 for AT&T's competitors, have grown
at a slower rate than actual capacity. Industry minutes include all !XC minutes.

In order to illustrate the increasing potential capacity oIthe already lit fiber, the Competitorl'
Transport Capacity· Potential & Actual chart shows the amount ofpotential capacity available
via re-Iighting the existing lit tapacity with the fastest electronics: In addition, the total amount of
available capacity assuming thai the fastest available electronics is used on all fibers is also shown.
Competitors' DS-) tapacity is normalized to one for 1990. The Minute Growth chart to the right
shows that minutes, normalized to one in 1990 for AT&T's competitors, have grown at a slower
Tate than capacity.

'._--------
II

"

In !bese ebans. 1990 is t.ak0Jl as &he rel'..ence poillL Pote!ltW capacit)' is shown as a multiple of 1990
competitors' DS,3 capacit)', Tbus, all furun valuc:s aze BOI11I·Jjzed wi!b~ to the 1990 value.
Derived trom data in FCC ·F~rI>eplaymentUpdates" dated Apr. 1990, Apr. 1991, Apr. 1992, Apr. 1993,
Apr, 1994. Johnathan M Knu<lwr ' .
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This ~alysiS c1~arly illustrates that AT&Ts eompetitor~have enough fiber in the ground to carry
many times theIr 1993 demand and that large increases mAT&T's competitors' network capacity
could be obtained by lighting dark fibers with the latest electronics as well as upgrading the
electronics on currently tit fibers. In fact, Mel and Sprint have recently announced fiber
electronic upgrades using synchronous opticil netWork (SONE1) technology that will
significantly increase the capacity of their nrtworks.

Mel has stated that high speed SONEr 2.S Gbps technology was deployed in halfofits network
at year-end 1993, and that SONEr will be available throughout Mel's domestic network by the
end of 1994.13 Recent announcements from Mel indicate that it plans to boost its trllIlSlllission
speed to 10 Gbps on a single fiber during 1996, and it is currently introducing new fiber optic
technologies that will allow 40 Gbps transmission in 1997 or 1998.10 In 1994, Sprint announced
that in the fourth quarter of 1993 it began collVersion ofju entire network to 2.S Gbps
transmission speeds scheduled to be completed by mid·1996, which will double its circuit
capacity.I~ Furthennore, a new technology ealJed bi-directional coupling is now being introduced
that allows each fiber to be used in both directions thereby doubling its effective capacity.

From 1990 to 1993, Ihe available DS-3 capacity ofAT&T's competitors' networks has increased
nearly 2. S times. Advances in transmission electronics have increased the capacity thaI a single
fiber can carry from 1.7 Gbps in 1989 to S.1 Gbps in 1994, with a promise of20 Gbps on a single
fiber in 1996 (an astonishing 12 times increase in capacity on'. single fiber when compared to
possible fiber capacity in 1989). Inter-cxchange carriers benefit from these advances, which can
increase the capacity oftheir networks without laying new fiber in the ground.

.,.-"'"
2.2 SWitching

Advances in switching technology over the last five years have increased the muimum pori
capacity and call handling capability of switches. Northern Telecom Incorpon.led (NTI) and
DSC, the major SWitching supplien to AT&T's competilon in the United States, have
continually updaled the processors they provide with their switches as processor chip
technology has advanced. Specific.a11y, Northern Telecom's Series 20 through 40 processors
use Motorola's 68OxO microprocessor technology. Northern Telecom's Series SO through 70 use
BRlSe (Northern Telecom's version ofreduced instruction set computing (RISC» technology
whil;h was specifically designed for telecommunications switching applications. With RISC and
the additional innovations ofBRlSC, the core processor oflbe DMS switching system acusses,
processes, and transmiu information more quickly and efliciently. Busy hour call attempts
(BRCA) is a measure of a swilch's eal1 processing capacity. The fonowing table and chart
describes the capacity improvement that Northern Telecom has gained with each switch upgrade
in relation 10 the Series 20 processor asm~edby BHCA. This comparison'is nonnalized to
the Series 20 processor which was available in 1987.'6

,-.

,.

"I'

-MCI UlIVrits l-ong Range VISion: DmYwkMCl", MCI CoJporalC Mease b)' Collllic W=, Jan. 4, 1994
-Mel Targt'l$ K.ey U.S. Citic< for SONET Ring ConstroetiOD San Diego, Los Angeles IlDd HOII.S\on First to
<kl Technology thai InswlUy IWtoJeS Communications ifFibcTOptic Cables Me Cut", PR NrwNire. Mar.
14,1995
-Sprint Bets DO SONET", Comm~1IlcDtiDnsWre.t, Mar. 1-4, 199-4
DMS-JOO Copacity Plan1ler, Allg. 1994,1..uc 1
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Table 2-2 Real-lime Capacity Increases of NTI Switch Processors
Year Processor Series Real-time Capacity BHCA

(Compared to
Series 20)'

1987 SUPen10de Series 20 1.0 300K
1989 SUPetl10de Series 30 1.5 4S0K
1992 Slltlemode Series 40 1.8 540K
1994 BRISC Series 50 3,0 900K
1994 BRISC Series 60 3.3 990K
1995 BRISC Series 70 5.5 1.650K

A graphical depietion ofthe above data is shown below.

. ,
Figure 2.3 Switch Capacity Increases
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Real-time capacity increases ofNorthern Telecom switch processors
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DSC has also upgraded its switch processors to increase can handling capability. Its MegaHub
600E can currently handle 1.2 million BHCA11 By increasing the call bandling capability,
processor upgflldes bave increased the mn.iulum effective port capacity of the switches.
Northern Telecom's DM5-lS0 Supemode ENE! and DSC MegaHub 600E upgrades inl;f'Cased
switch capacity to 100.000 effective ports.1I

The promise of larger switches wiih glUier call handling capability has been realiz.ed siJlce the
1990 Study. At present, NortherD Telecom and DSC switcheS both provide effective pD1t
capachies of 100,000 and call handling capabilities over 1 million BHCAs. These advances in
switching technology have a1low~ !XCs to more than meet increases in call demand by

--. I'
It

M,sohub 600£ S~(;ijiC4ljO"t,MegaHQb 600E Tl11dem SwilclWlg Family or Pltxlucts
"Mel S",ill:h Upgrade tJnderway~.Cc_lcatloflS Wuk, p: 10, Feb. la, 1991 &. -MCl Swts 2.Y=
Switch Upgrade PrDgraJI1 to Save MODCY for [tsdf and Uscn", Co,""umlt:lJliollt ];)ol/y. p. 3, Feb. 14, 1991



"
20

"
c'

Attachment 4 _ GarzillolProsini Supplemental Reply Decl. - Page 13

upgrading existing switches, which greatly exceed their present real·lime sWitching demands,
instead of by the addition of new switches to their networks.

2.3 Computing Systems for Oper.tioDS aDd Billing

Computing workstations Md mainframes &Te advancing in capability and function as fast, ifnot
faster, than any other technology Deeded to support the telecommuniCAtions infrastru~re of
intere>Cchange camers. Since 1990. computing platforms have continued to rapidly advance and
are nOw significantly faster, smaller, and cheaper • as well as more highly $Caleable and more
easily migrated to advanced system architectures such as client/server. Each year. component
densities, component Md system perfot'llWlcc:, bandwidths, price performance and supporting
system software (e,g., operating systems) have acfVlJlCed. Chip densities, for example, are
roughly dOUbling every 18 months and will coDtinue to do so for the foreseeable future.·' This in
tum has enabled the delivery ormore powerful systems with greater feature functionality. More
impoJ1antly, it has enabled the potential for rapidly expanding the c:apac;ities of
telecommunications suppon systems. as Deeded, to absorb sharply ina-eased demand.

One specific example ofthe improvement in computing power and price/performance since the
1990 Study is with regard to that ofthe Complemental)' Metal OXide Semiconductor (CMOS)
chip technology from Intel With the iJJtroduction ofthe Pentium chip in March of 1993 the
processing power of II single CMOS chip increased more than five times from the 20 million
instructions per second (MIPS) ofthe Intel 486 chip, introduced in Angust of 1989, to the 112
MIPS of the Pentium.20 At the same time the priee/perfonnance dropped from about $47,00 to
$8,00 per MIPS. Similar, ifnol greater performance improvements have,also been achieved by
other chip makers, including mMlApple/Motorola with the PowerPC, Digital with tlJe DECchip
21064 Alpha AXP and Sun Microsyste!lis' SuperSPARC. In general, the trend for the chip
industry over the last decade has been to incrc:ase the computational penormance ofthe computer
chip and the density of random access memory (RAM) chips roughly exponentially, as shown in
the figure below." Thus, dramatic improvements have been achieved in available memory and
computing power since the previous stUdy.

------f
"The Fueure of WorksUtions~.DATAPRO l'!fo""tJllo" SeM=, Mar. 1992
"Intel LaunchtS Rocket ill a Soclr.el", BYTE, pp. 99-10S, May 1993
"The FUMe of Workstations", DATAPRD l"/o",,otion SeM~S, Mat. 1992
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Figure 2.4 Computing Power
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Exponential growth in the power ofcompllfer chips

Computing technology improvements have also opened up a wider choice ofplatforms for
telecommunications support systems at reduced COsts. For example, while the average software
application size incre.ued by about 5 percent in 1994, the size ofthe Largest workstation server
(an alternative to mainframe systems) increased by more than'SO perceDt.n One such alternative
utilizes symmetric multiprocessing (SMP), which vendors such as Hewlett-Packard claim provide
a price/performance advantage ofSO% or more over mainframes.:l3

In addition to the increasing number ofoptions for support systems eDVironments, the mainframe
option has also become more attnc:tive beause mainframe power bas sharply increased while
prices have plummeted during the past several years 5ince the last study. For enmple, the largest "
currently available IBM 9021 mainframe is rated at about 380 MIPS, which is more than three
times the size ofthe largest IBM 3090 at 110 MIPS in 1990,' Similar improvements in storag~

technology have resulted in a more than four fold increase in available capacitY as IBM moved
from the 3380 DASD (Direct Aceess Storage Device), Tated at 630 Mbytes. to the 3390 DASD at
2, &00 Mbytes. As a result, these rapidly declining prices have enabled even relatively low-growth
IS budgets to fund a rapid increase ofinstaUed mainframe capacity. Prices hav= declined from
S100,OOO per MIPS in 1990 to S27,OOO per MIPS at yw-cnd 1994.24 This trend is apected to
continue so that by 1996 mainframe MIPS are expected to cost about $4,000, less than one
twentieth oftbe cost at the time ofthe 1990 Srudy.2.1 Also, in a para1lel trend, mainframe storage
capacities have greatly increased while costs per megabyte have sharply decreased, These trends
are shown in the foUowing figures.

JJ

JJ

."
"The M.tinframe Market Is Sll%prisingly Strong",/nside Garl7ter Gt'01lp 71liJ Week, Feb. IS, 1995
"M.1in!rame VClIllors Hil Harci", D"tam"tion, June 15, 1994, v40, u12, p. 49
"The MaiJlframe Markl't is Surprisingly Strong", Inside Gtzmoer GroIIp 71lt. W..,t. Feb. 15. 1995
"Malnfr;une Vctldors Hil Hanf'. D"t(Unillion.1Ime IS, 1994, V40,1112, p. 49
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Figure 2.5 MaInframe ProcessIng Figure 2.6 Mainframe Storage
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Mainframe Technology Trends (lBM.S/390)

During the same timeframe inwhich prices have sharply declined and available power has
increased, the mainframe has also become a more efficient business tool. This inerease in
efficiency is in pan due to advances in ~orking, software and gateways which have enabled the
expansion of support systems to client/server architectures while leveraging the installed base of
mainframe systems. Thus while hardware and softwaTe enhancmtents are having I dramatic
impact on the cost of mainframe systems the:)' are also allowing legaey systems to be repositioned
as corporate servers with new or expanded applications largely implemented on additional
networked servers or desktops?' Connectivity options for tying these smaller servers to the
corporate mainframes are inereasingly prevalent with new operating systems such as IBM's OS/2
Warp, Microsoft's Windows NT, and UNIX from Novell. WIth these additional options carriers
can more readily expand their support systems by adding new servers to quickly absorb rapid
traffic and customer growth. .

-
'.

"'Large System T..llc1s", DATAPRO, Collcepts It. Slntegics, Apr.• 1993
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3. AT&T's COMPETITORS' ABILITY TO ABSORB AT&T's
CUSTOMERS

3.1 Transport Capacity Model i.

The objective of the transpOn capacity model is to detenninc how much of AT&T's switched
and private line demand competitors could absorb over time. The model differs from the 1990
Study in tlut it analyzes the aggregate capacity' of MCI, Sprint, and LDOSIWiltel,w~ the
1990 study was based 011 the capacities of MCI and Sprint for switclled services and NTN for
private line. As needed, interexchange competitors have leased capacity from eacb other in
the past and it is assumed they will do so in the future. MCI, Sprint, and LDDSlWiltel will be
referred to hereafter as AT&T's competitors. The uanspon capacity model estimates AT&T's
and competitors' demanc1s in phase 1, and detennine$ the spare and poleJltiaJ capacity of
competitors' networks in phase 2. Phase 1 estimates AT&T's and competitors' demands
projected Onto competitors' netwOrks and their 1IfChi~. Minute and DS-3 circuit mile
demands are estimated. In phase 2, the competitors' demands are flr5t compared to
competitors' cranspon capacity as tepOnN in the FCC -Fiber Deployment Update. End of
Year 1993" to determine the spare capaeity that is available to absorb AT&T's demand. Ne~,

!he amount of additional capacity required to handle any mDainjng AT&T demand is estimated
and is compared to the potential capacity of competitors' networks. Finally, estima1es of the
investment required by competitors' to cany AT&T's demand is detennintd. 'The latest
available fiber capacity information ren~ting year end 1993 data as contained in the rCC
"Fiber Deployment Update. End of Year 1993" was used in the analysis.

3.1.1 Phase 1 • Demand Estimates

In phase I, network demand measured in OS·3 circuit miles is estimated basea on estimates of
competitors' and AT&T's minutes. Minute demami is detennincd from year end 1993 data •
conUlined in the •SUltistics of Communications Carriers- releasel1 by the FCC. The other
inputs or minutes per t:rU1lk and circuit length were developed from the 1990 Study,
Funhermore, estimates of protection capacity and DS·3 to high frequency line (i.e., fiber) .
packing spare capacitY Were developed using A't&T data. TIle netWork demand output for
competitors is measured in OS·3 miles. The foUowing flowchan provides an overview of the
calculations that are described in steps 1 through 6 below.
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Figure 3.1 Phase 1 • Demand Estimates
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3.1.1.1 Step 1- Estimates of AT&T's Competitors' Toul InterLATA and Access MiDutes

Step I estimates the eODvers.aUOD JD.inutes for AT&T and its competitors_ First, year end 1993
I'~ data from the 'satisties of Communications Carriers Released by FCC' dated February 2,

1995 were used to estimate AT&T's and its competitors' interLATA access minutes (i.e.,
aCcess plus egress minutes). Using in1ClSlJlte switched access mh:nrtes17 (i.e., nodal access and
egress minutes are not inclUded) and the ratio of total iDdusttY iDterLATA switched access
minutes to total industry interstate switched access miDutes,la annual interlATA switcbed
accesS minutes were estimated for the competitors. The following equation was used to
estimate that AT&T's competitors had approximately 196 billioD and that AT&T had
approximately 297 billion interLATA switched access minutes.

iDt<rLATA switc:be<l access miD - intemate JVoiu:h<d ICl:C$S min x JOlt! indumy switched jmert.ATA ICfI:lS mjg
Jarallndusuy iDlenwe switched a=.u miD

Next, !he ratio of interLATA switched access minuteS to tota.! interLATA minutes was
detennined to aCCOUnt for nodal services. Note that access minutes are divided by 2 to obtain
the switched access minutes that are transported on the intcrLATA network. since both egress
and access minutes are included in the access minute total. The following equation was llSed
to determine that the ratio of interLATA switched access minu~ to total mimltes is
approximately 0.87.

..

'7
11

"Sutistic:< or Co=WJiauons Canim Rclrzcd by FCC". table 8.10, p. 310, Feb. 2, 1995
Oc:v.Jop«! UOIl1 data in WStal.istic:s of Commtmicatiom CuriersJW~by fCC", table 2.6, p. 22. Feb. 2,
1995
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ntio of interLATA swltchetl ...,... miD to lOu! miD .. lllterWA J!'ilch"" !lS££Jo PliQ

2 Il lot&! iDterLATA miD.-
The total acccss minutes of AT&T's competitors were estimated to be approximately 225
billion using the following equation:

IOtal aeecs min .. intqV.IA "':'itebed am' mift
nllo of llllerLATA sw\Lebel!~ miD III Illul miD

Next, the total intetLATA minutes of AT&tT's competitors were estimated to be approximately
112 billion using the followiIlg equation: .

-
IOul iDlerUTAJIIill .. 0.5 Il lOW inlerLATA min

3.1.1.2 Step 2 - Estimates of TotallJJter·sw!tcb DS-O Trunks Nteded to Handle tbe
Demand of AT&T and Its Co~p.etito~_

Step 2 estimates the number of inter-switch DS-O trunks (i.e., 64 Kbps two-way ct'lnncls that
can cany one voice call) needed by AT&T's competitors to baJJdle their demand and AT&T's
demand based all the following assumptions:
• Calls transi! either one or two switcbes in AT&T's competitors' networks.29 The

percentage of calls that transit only one switch was coIiservatively estimated to be 36% for
all competitors. This JePTCSent5 an average of results for MCI and Sprint ba.scl on data
from the 1990 Study combined with lIla1ysis of AT&T lraffic data.'"

,.... • The 1990 StUdy used an estimate of 120,000 minutes pet DS-O tnlnk per year. More
recent data suggests that tnInk utilization is higher. However, a conservatively high
estimate of the tlUIDber of DS-Os needed by AT&T's competitors to any existing demand
was made by using the estimate of 120,000 mintlles per tn1IIk per year i,n the calculations.

The following equations wcre used to cstim.ate that the DUmber of inter-switch DS-o trunkS
needed to handle AT&T's competitors' demand is approximately 600,000 and the JlUJDber of
DS-O uunks nceded to handle the equivalent of AT&T's demand On its competitors' networks
is approximatcly 900,000. Therefore, approxiIDately 1.5 million inter-switch DS-O trunks
would be needed to handle the demaIld of AT&T and its competitors on AT&T's competitors'
networks.

iIlttt'-swilcb tnlIIb .. IOul llli.rL....U mjg J: fraction of II:linuI.es x 0 Inmb
120.000 wg ) IWildl

+ loW jp1erLAIA min J: fnetiOll of IIIiDute> x ) lJWIk
120,000 Wl2 rwi1cbes

'"

A JID3U per=tage of MCI'J calls J:JJZY go through rom than two swilches bc<ause pan or Illeir lIdwOrl< u
>till hier.trclUc:al. SinCe bolh AT&T aM Sprinl ha'It \Il<IYa1 beyond lhe cla.Wcal hi=rt:bic;al aetwork JOUtiIlg
S1nlCtIl1"e. il u beli<:Yed Iltal MCI cilllcr bas or willlbonly do SOas~. .
The 1990 Study indicated Iltal Sprint haS stated wl53% oftbcir alli tramit Cl1lY 0tlC switch.
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Mathematically, the first term on the right sitle of the equation is~ to zero, the~fore the
equation becomes:

inter·switch lnmb - lolal WterLATA mjn x frartiotl Of mil!utes x 1 tnmk
120.000 miDI 2 switches

3.1.J.3 Step 3 - Estimates efTotal Access DS-O Trunks to Handle tbe Dentlnd of AT&T
and Its Competiton

10 slep 3, an estimate of access truok utilization is used to estimate the number of access DS-O
trUnks that are needed to handle the dema.od of AT&1 and its competitorS. access DS-O UUllk
utilization is estimated to be 96,000 minutes per trunk per year (i.e., 80% of 120,ooo:minutes
per inter-switch tronk per year). This was'coropazed to AT&T', data and.is believed to be
cODServative for AT&T's COtDpetitors. Total ac:cess mi.IluteS·are divided bY this esthnatc to
determine the number of access DS-O t:runks that are needed by AT&T's competitors to handle
the demand of AT&T aDd its competitors.

The following equation was used to estimate that the number of access DS-O auD1cs needed to
handle AT&T's competitors' demand is approximately 2.3 million and the number of access
D$-O trUnks needed 10 handle AT&T's demand is approximately 3.5 million. Then::fore, the
total number of access DS-O uunks needed by AT&T's competitors to handle AT&T's and
their own demand is 5.8 million. .

aeee" InlJlks .. tala! !=t5 !l!jn
96,000

3.1.1.4 Step 4 - Estimates of Total Inter-Switcb DS-3 Circuit Miles Needed to BaDdle the
Demand of AT&T and Its Competitors

Step 4 estimates the inter-switch D5-3 circuit miles needed to handle the demand of AT&T and
i[5 competitors. The average inter-switch DS-O aunIt length of AT&T's competitors is derived
from results of the 1990 Study as a basis for this model's assumptions. The 1990 Study
assumed that if a switching locatioQ (i.e., a building) contained mon:: than ODe switch. calls
between local exchange camer (L£C) cemral offil:CS homed on differ:ent IXC switches within
the building required an inter-switch ttuDk. Based on an updated UDdcrstaDding of industry
engineering practices, this model assumes that all IXC switches within a building have access
tronks which go to all LEe central offil:CS served by that switching location. either directly or
via an access tandem. This assumption eliminates the unneeessm:y inter-switch trunks of
essentially zero length between switcbes at the same location. Therefore, !he iDler-switCb
tnlnk lengths for this model were: determined to be 1,705 miles for MCJ and 1,621 miles for
Sprint. Averaging these two together, we assume an inter-switch IIUIIk length of 1,663 miles
for AT&T's competitors.'1 All other assumptions from the 1990 Study relating AT&T's
competitors' switching loc:atioDS and coverage of service arc used in this model.

" These inter-switch w.nJc lengths IUl: longer then those contained in the 1990 Study. lllat$lUdy inCluded
inter-switch rrunks be\wedl switches in the same-Iocatioll whieh would~ "'senti.lly:zero length since they
were intra-building.
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The following equation was then used to detennin=~ total inter-switeh DS-3 circuit miles
needed by AT&T's competitors to handle the demand of AT&T and its competitors. A
pacldng efficiency of 0.85 was used to estimate the DIJ1l1bcr of DS~ channels lhat are utilized
in a DS-3 channel. The number of inler-switeh DS-3 circuit miles needed to handle AT&T's
CompetiLOrs' demand was determined to be approximately 1.7 million. 1be number of inter­
switch DS-3 circuit miles needed to handle AT&T', dClIWld was determiDed to be
approxiInately 2.6 million. Therefore. the number of inta-swiu:h DS-3 circuit miles needed
to handle the demand of AT&T~ its ~petitors is appro~::IY 4.3 million.

inlet-midi D5-3 ci=il miles - flllet-reich DS:O mmkl x csjiimsjtor !pItr-mlch mmklrntJh
672D~ per D5-3 x packing efficClC)'

3.1.1.5 Step S· Estimates ofAccess DS-l C~DitMiles Netdcd to nandle the Demand of
AT&T and Its COlllpetito"

Step S estimates the total ateeS$ DS-3 circuit mill:S ntede4 to handle the demand of AT&T and
its competitors. This model uses llSS\UIlPtions from 1bt 1990 Swdy to estimate the average
accesS trunk length of AT&T's competitors and the fraction of acecss bUnks that must leave
the switching location to interface wilh the LEe (some acecS$ truDks iDlerfac:e to the LEe at a
point of presence (POP) in the same building and would tberefore have cssentlally zero
length). The following access trunk additions were reponed in1be 1990 Study:"
• Sprint required 878,000 ac:c:ess DS..()·Vunks wi1h outside facilities (i.e., those that go to

POPs eXlemal to the switChing l~tion) having an_av~-gelength of 169 iriiles. The total
number of access DS-O trunks with and without outside facUities was-l.240):iOo.

• Mel required M.l,OOO accl:Ss DS-o trunks witll outside facilities having an average length
.of J iQ..miles. The total number of access DS-O trunks with and without outside facUities"
was 919.000.

This infonnation was used in the following eqtl2tions to estimate the average access trtmk
length of AT&T's competitors and the fraction of access tninks with facUities (i.e., those that
leave the switching location to interface with the I..EC) for these competitors. It is a.ssumed
that the average length of an access U'Il1I1c: with a facility is equal to the aVCI3ge of MCI's and
Sprint's lengths. Further. it is also lISsumed thaI the competitors' fraction of access tnm1:s
with facilities is equal to the avenge of the 1990 Study fractions determined for MCI and
Sprint. The average access aunk length of AT&T's Competitors was determil:led to be
approximately 143 miles and the fraction of access trunks with facilities was detenniDcd to be
approximately 0.54,33

>v.~&e co~tilor IIXCS$ trwlk length - 169 ± II6
2

n The >=$1 mmk milcace calculations ba.sed on the 1919 cb~ tued Cor the 1990 Study will produce
conse"'atively long 3=1l1IIlk3 bg;a\l$ they do DOt take iDto eCCOUDI AT&.T'l I:OmpCtilori' initiatives to
redua: >=ss cha1gcs, Wee the relocation and addition of poinls-of'pr=:noe aD4 locallkployment $l.lCh as
MCIMeuo.

:- II Mel and Sprinl have in=ed rllc:ir rmrnber ofPOPJ JiIICt the 1990 Study. This MnIld ill=ase DS-) acc=
cin:uil miles 1:Iy incn:uing the fr-.ction of laQ;I:Sllrullks with facilities within • LATA. HaM:Yef, compctitQt$
call W1Ileasc fa~ties from the LEes. as in the pUt. 10 \Il&et this demand .

"
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(raction of.o=s llullk.s with facilities - 0.5 II r 818 000 + 141.000 1
. It,240.000 919.000 J

The following equation was then used to estimate the toal access DS-3 circuit miles needed by
AT&T's competitors to handle the demand of AT&T and its competitors. A packing
efficiency of 0.85 was again used to estimate the number of OS-o channels that are utilized in
a DS-3 channel. The number of ac:c:ess 05-3 circuit miles needed to !laDdIe the demand of
AT&T's competitors was estimated to be apprOXimately 0.3 million. The number of ac:cess
DS-3 circuit miles needed to !laDdIe AT&T's demand was estimattd to be approltimately 0.5
million. Therefore, the number of ac:c:ess OS-3 circuit miles needed to handle the demand of
AT&T and its competitors is approxiInately 0.8 IOillion.

fractiDll of K\'CnIC competitor
ae.ceu OS·3 cimIlt miles • p>su PH IDm!c5 11 ttvnb '!'ill! 'aojlilis ! I$£SS nvW)"Pgl!J

672 05-0s per 05-3 " plUUll effitiClC)'

3.1.1.6 Step 6 - Estimates ofTotAl D5-3 Cin:uit Miles Needed to Handle the Demand or
AT&T and Its Competiton

Step 6 estimates the toal DS-3 circuit miles needed to baildle the demand of AT&T and its
competitors. The tow DS-3 circuit miles are scaled up to account for private liDe services, as
well as protection, restoration and breakage (i.e., spare) when grouping DS-3 circuits onto
high frequency lines (i.e., fiber). The factors used are coD$i.stent with Mel's modeled demand
to reported capacity and AT&T daa. It was determined by the following equation that the total
DS·3 circuit miles needed by AT&T's competiton; to handle their OWII deJI1ilIld is
approximately 3.8 million and that the total DS·) circuit miles they will need to bandle
AT&T's demand is approltimately 7.4 mllliol1, for a total of approtimately 11.2 tfiiJlion DS-3
circuit miles needed to handle the demand of AT&T and its competitors.

lOLa! DS·3 circuit miles - inler-switch DS·3 cjrolit nUls + tett" PS=3 ein;yh mjles
fntlion of in·service 10 Iota! D$o31 :It privlIIe~ faaor

The lotal DS·3 circuit miles needed to can)' AT&T's competiton' demand is approxilmtely
3.8 million and the currently lit toW DS-3 mile capacity in AT&T's competiton; nctworks is

. 7 A million.H Therefore, approximately 3.6 m.illion DS-3 miles were already lit at the CIld of
1993 and available to handle nearly 50% of the 1993 AT&T switched and dedicated demand.
It should be noted that this docs nOI take into consideration any of thc capacity available on
AT&T's competitors' microwave facilities, so the actual DS-3 miles already in place is a
larger number.

3.1.2 Phase 2· Capacity and Demand Comparisoll

Phase 2 compares competitors' estimated demand to their tranSpon capacity reported ili the
FCC -Fiber Deployment Update. End ofYear 1993" to estimate the available in-place spare

_ capacity available to absorb a portion ofAT&T's demand. Funher. when AT&T's demand is

Derive<! from d2.u found in the fCC "Fiber Deployment Update • End cfYear 1993", Johnallwl M.
Knushaar
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placed on competitors' netWorks, the in-place spare eapaQty is <:onsumed and a ponion ofthe
potential capacity from new electronics on existing dark (i.e., unlit) fiber is used, The results are
shown in the following chart. .

Figure 3.2 Capacity and Demand Summary

50

"

40

10L_--€l-_-~-~-_-e---I

L-....---.--=~'===~==1I

competitors
Potential
Capacity on
Ul\lit Fiber

Competitors
In-place Sp.

o
1986 1989 1990 1991 1992 1993

,-

• Polential Compeli\ora Capacity on Ut & Unlit Fibers
• Reported Compelilora Capacity + Potential capacity on Unlit Fibers
e Industry DemiincS
.Reported ~mpetiloraCllpaclty
-Competitors Demand E&tImate

CDpaciry anddemandover time

These results indicate that AT&T's competitors' OS-3 capacity on' lit fibef3 bas grown faster than
the DS·) demand estimate required 10 handle theirmizzute growth. The estimated competitors'
capacity combined with !he potentW capacity OD WIIit fibers is about 1.i times the industry DS-J
demand in 1993. In fact, the pOlential capacity oflit and unlit fibers in <:ompetitoTS' networks is
four times the industry DS·3 da1Wld in 1993. The adVlllCCS in transmission technologies have
clearly eliminated transport IlS a limiting factor f~r Wtnpetitors' growth in the industIy.
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3.2 Transport Capacity Results

The total DS-J circuit miles needed to cartY AT&T's competitors demand is appfoximately 3.8
million and the lit total DS·3 roile capacity in AT&T's competitors' networks is 7.4 million.
Therefore. approximately 3.6 million DS·3 miles are already lit and available to carry AT&T's
demand. Given that 7.4 mllUOD DS-3 circuit miles an: needed to carry AT&T demand.
AT&T's compctitol> need to light an additional 3.8 million DS-3 mues to bandie all of
AT&T's demand, This information is summarized in the following table.

Table 3-1 Total 05.3 CircuIt Miles Required

Required D5-3 AvaI1aI>lc DS-3 Ex=sDS-3
DelllJ.lld Estlmall!:S Cimlll Miles Cin:ail Milcs CiR:uit Miles

Comoetitors 3.IM 7,.4M 3.6M
AT&T 7.4M
AT&T + Comtletiton H.lM 7.4M -3.8M

The following lSsumptions were made to estilnate the cost of addiDS the additional DS·3 miles to
AT&T's competitors' netWorks. The investment ffiluired to light existing fibers with electronics
was estimated using the FCC "Fiber Deployment Updates" fOf the yean 1990 through 1992.
Based on the trend that is observed when the DS-3 per mile investment data is plotted, • cost of
S185 per DS-3 mile was used as fqJresc:ntBtive ofeum:nt electronics costs. Tbls compares well
with the investment that Sprint reported to the FCC for 1992·of5215 p=- DS-) mile.'

Figure 3.3 05-3 Mile Cost Estimates
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In addition to electronics cosu,·a cost of S50 Per DS·3 circuit mile, believed to be very
conservative. will be used to estimate competitors' digiUl cross connect (DCS) costs. Therefore,

.. -Fiber DeplO)'menl Update • .ED<! ofYear 1992", Johllathall M:. Knusllaar, p. 8. ~Ie 4
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the total incremental cost of lighting existing £ber with the fastest electronics available and adding
digital cross COMeetS is estimated to be S23 S pet DS-3 mile.

/' , The cost of adding digital cross COIlllt:C1S to cOmpetitor.;' Detworks to utilize the fiber that is
already lit, but not in use on competitors' networks, is approximately S180 lIlillion. The COSt
of adding 3.8 million DS-3 miles on existing dark fiber with transport electronics and DeS
equipment to c:ompetitors' networks is approximately 5893 million. Therefore, the tlCW

transport investlllent required by competitors is approximately $1,073 million. These findings
are summarized in the following table.

Table 3-2 New Transport Investment Required by Competitors

05-3 CUcult Miles It N_TRDipon
0=<\ Estimolcs 1Dcremcmal Cumulative Illve:stmel1t

Competitors' OJ> cxistiDslit fiber . 3.8M NOlle
+ AT&T's OIl existill& lit fiber 3.6M 7.4M 5180M
+ AT&T's OIl uistiDR lbt'I: fibel HM lUM 5893 M
Tow 7.4 M 11.2 M 51073 M

3.3 Switching Modd

The switching model uses the estimated inter-switch DS..o trUnks and access DS-O trUnks from
the transport capacity model to determine the nwnber of new switcb ports that must be added
to AT&T's competitor.;' networks to handle the demand of AT&T and its competitor.;. Tbc
number of neW switcbes, if any, that need to be added to AT&T's compeutor.;' nerworks are
also dctennined. The model examines only the switches euttently in MCI's, Sprint's and
LDDSlWiltel's networks as a subset of"the total number of all AT&T's competitors' swiu:hes,
believed to be in excess of 250, The costs associated with new switch ports, new echo i

cancellers. and new swiu:bes, if any, an: also deteImiDed.

The transport capaCity model assumed that AT&T's competitors' inter·swiu:b DS-o trunks can
handle 120,000 minutes per year aDd that their access DS..o trunks can haDdle 96,000 minutes
per year. Every inter-switch trunk: requires rwo swite:b pons, and evet)' aecess trUnk requiIes
one switch port. These assumptions and the DUmber of trUnks from the network capacitY
model are used.in the, following equatioIl_to,estuna~~ number of adllitional switcb ports that
are needed in AT&T:s competitors' nerwo~ to bandlc_AT&T's demand.

.. -- ..-- ..
101£1 swiu:b pons - fUlUf-rwilcll OS-O tnmb " 2 pons) + (a=s 05-0 mmks x 1 port)

The number of switch ports Deeded by AT&T's compcUtor.; to handle their demand is
approxiI!latcly 3.5 million and the number of swiu:b ports they would need to handle AT&T's
demand is approximately S,4lDillion, for a total of approximately 8.9 million swiu:b pons
needed by AT&T's competitors to bandle their own aDd AT&T's demand. The rcSl1lts art'

summarized in the fonowing cable.
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Table 3-3" Total Switch Ports Required
~ Eslim:ou:s SwllclI Poru Rt4Uirt4

ComDetilon 3.5M
AT&T' S.• M
AT&T + Colll1>elilOrs 8.9M

It is assumed that two echo ~Uers arc teqI1ired on every inter-switch DS·O aunl.: (i.e.• one
for each end). Therefore, the number of inter-switch DS-o lIUnks from the ttanSpOn capacity
model is mUltiplied by 2 to determiDe the Dumber of DS-o echo cancellers needed La bandle the
demand of AT&T and its competitors. The flDdings are summarized in the following table:

Table 34 Total Echo ClIncellers Required

I>emmd Estima~ koulJod Echo (:mecUm
lors UM

AT&T UM
AT&T + Collll)elltOR 3.0M

Mel has a total of 80 Nonhero Telecom IncoqlOI"ated (NI1) DMS-2S0 Supernode ENET and
DSC's DEX MegaHub 600E switches in its domestic: JlCtwork. Sixty of these switches were
upgraded between 1991 and 1993, and the entire tJetwork was awgraded by 1994.l6 Further, it
is assumed that all 45 of Sprint's DMS-2S0 Superoode swi~ have the ENET upgrade.J1

LDDSlWilteJ uses DSC's switches in its network: 8 DMS-2.50 Supernodes, 6 DEX MegaHub
6ooEs, 11 DEX 6005. and 16 DEX 400S.l1 The number of switches per canier is SIlIlJmariled
in the following table:

Table 3-5 Competitors' Switches
Switch Tvoe MCI Sorinl LDPSlWihel Total

NT! PMS.2S0 Supemode ENE1' 80 .5 ,. 139
DSC MouHub 600E .
DSC600 11 11
DSC .00 16 16

The ENET upgrade to the N11 DMS·250 Supemode boosts its effective traffic c:anying port
capacity to ]00,000. lP The DSC MegaHub 600E b3s an effective capacity of 100,000 portS."
The maximum effective capacity On the DSC 600 is 30,000 ports and on the DSC 400 is

"II

"
'"

"Mel SwilCll Upgrade Widens Service Options filT U;.en~, N.tloOrk World, p. 2, Fob. )1,1991 4. ~ MCl
Starts 2·Year SV.'ilt:h Upgrade Program to Save MoDe)' for Itself IIld Uses", O",sJrlIUIICDI/oltS Dally. p. 3,
Feb. H. 1991 . . .
FQlIlkn., 's T< 1.""mmfllli""tiolUSlrdltgiU. CDrtWf'g/ng Ttchnologl.stmd funds. Sprinl, p. I, Dec. 19~.
I.DDS M.lrons.dia prts.nlallDn, Tedlnical 5QVie=s DcpattmeIIt Pr=latiOll to the R.egional User GnJup
forum, Nashville, Tc:mI-' Aug. 11. 1994
"MCl Sv.'itcb Upgrade UDdenv.Iy~, C<>nsmunica/iDrIS W.ok, p. 10, F:ob. 18, 1991
"Mel Stan.s 2-Ye:.u Switch Upgrade Ptogrom to Saw Mopey for Itselfand Usen", CDnlnwniCdliolU Dally,
p. 3, Feb. H. 1991
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14,300 pons.'1 The curren! maximum claimed effective DS-O port capacity {or c.a~h switch is
summarized in We (ollowing table:41

Table 3-6 DS..o Ports per Switch

Switdl TYIlO Maximum Pott UtilimiOll Muimum Phvsical Ports
NT! DMS·250 SUoenlode ENET lOOK 128 K
DSC Mer.Hub 600£ lOOk 131 K
DSC600 ~K 32K
DSC<IOO 14K 16 K

The switching model assumes that aU the switches in MO', and Sp~t's l!ClWorks have been
upgraded and can handle 100,000 potts. For LDDSlWiltel, the switching model assumes that
the NTI DMS-250 Supernode aDd the DSC DEX MeSaHub 600& can bandlc 100,000 pons,.
the DSC DEle 600s can bandle 30,000 ports, and tbe DSC DE" 400s can handle 14,300 pons.
Therefore, the maximlDIl1n1lXlber of MO, Sprint and LDDS/Wiltel ports available is 14.4
million. The maximum JIIIIIlber of effective switch ports avallable to AT&T's competiton
switches under coDSideDtion was calculated based on the above information and is su:mmari:ted
in the following table:

Table 3·7 Maximum EffectIve Switch Ports Available per Competitor

Swild> Tvne MCI Sorinl ' LDDSlWiJlC1 Total
Nn DM5-2S0 SlIpCnlod. ENET 8.0M 4.SM 1.4M 13.9M
or OSC DEX Mer.Hub 600£
PSC DEX600 .3M .3 M
DSC DEX<IOO .2M .2M
Total B.OM 4.SM 1.9M 14.4 M

3.4 Switching Results

'Since only 8.9 million switch potts~ Deeded to handle tbe deIIWld of AT&T and its
competitors, and !he maximum switch port capacity of MO, Sprint and LDDSlWiltel switches
combined is 14.4 million, no new switches would be Deeded in their networks. In fact; their
existing switches would only be 62 % full. leaving 38% of mnixm!m effective switch pon
capacity for future growth and geognphical variatiOJlS and load. II should also be noted that
the effective switch ports capacities will i1laease as switch PlOUSSQr BHCA iDt:reases.'3

If we eliminate lDDSlWiltel's switches from the analysis, and only consider the switches in
Mel's and Sprint's nerworks, the maximum switch port capacity of Mel and Sprint is 12.5
million. lbis is still well above the 8.9 million switch pons that are required to handle the

., M~gtlhub600£ SpccijiCDlions, McpHnb rooE TUdc:m l!1ritc!lllll\ family at'PI:oducu .

.., The maximum system pons CIl1 PSC McgaHub 600E swilcII is 131,012 01' 1OiIlc:h 119.040 pons can be used
for traftic. QoI_goJ1.b 600E Spoc/fictzfions. McgaHu1>6OOE TAJI&m Switd>hlg raDlil1 ofPtcdueU) The
Nonbero Telecozn DMS·250 Supo::rnode ENlrr switdl has Illlallim'IIlll~ty o! 128,000 potts. <DMS-:l50
Protillct Dfsaiption, Northern Telecom, pp. 49·53, Dco;. 1993) It is II.SSUIDOd thaI Lbe DM5-2SO c:an /lave a
similar pctt:Cn",ge of ports is available for trafl'ic IS Lbe DSC McgaHub 6OOE, resulliDg In 116,250 pons.
Hov.'CVCf. both manll!actums do not rcc:o=CIlll cx.......iDlllOO.OOO dl'CC1i\oc pons per S'O/itl:h.

." As clescribed in lnclusny iUllI Technology Trcuds • Swit<:bing 1CQi01l or this docvm .....
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demand of AT&T and its competitors. Mel's and Sprint's switches would be: approximately
71 % filled, and still have approximately 29% of maximum effective switch port capacity
remaining for future growth.

The costS of adding the 5.4 million swikh ports and 1,8 Illillion echo cancellers 10~

competitors' Detworks was estimated as follows. Switch portS are estimau:d to eot!..!!5~
port, &bo cancellers are estimated to eost $90 each per inter-switch DS.{) trullk end. The
total investment for adding the 543 millioD additioDal switch ports is approximately $810
million. The total investment for adding lhe 1.8 million additioDal ecbo taDcellers is :
approximately $162 million. Therefore, AT&T's competitors would need to-mvcst'
approximately $972 million inswitebing equipment 10 bandle all of AT&T's demand. -The
results are summarized in the following clwt. .

.
Table 3-8 New Switching Investment Required by Competitors

Switcblnr: Results New1DvestxDeDl
Switch bON $8l0M
EcboanuUen $16:1 M
Total new iIl"estmenl S97:1 M

3.5 Signaling Model

The signaling network model used for this study is similar to that used in the 1990 Study.
However, it was updau:d to :reflect c:ur:rent signaling I1ttworlc panmeters. In particular. the

-"" uunk setup message lengths were increased to a conseryative 45 bYteS from 25 bytes, and the
database message lengths were inctused to 125 bytes from 75 bytes and the average c:all
holding time was reduced from S minutes to a more conservative 3 miDI1tes. In addition. the
signaling links were assumed to operate at 40% of their capacity in c:onfonnance with eutteDt ",
engineering practir.:e and additiollll1 6Wite:h to alternate STP region Iinlcs (Le, , E-Links) were
included for network reliability, as compared to 30% in the 1990 Study with no E·LinJcs.

The signaling network is sized in this model based on demand, STP link and processor
capacity, switched network capacity and netWork architecture. A3 in the swjtchiJJg model, lhe
signaling model only studied the capacities of Mel, Sprint, and LDDSlWiltel. The WIle
competitors' demands and allocations of AT&T's demand were used as in the switching
model.

The signaling model estimates the incremental cost requin:mentS in three steps. First, in the
base case, the signaling [lCtwork is siz.ed to a~ommodatelhe current level of usage in each of
AT&T's competitors' networks, This estimates the sTP capacity currently used in the MO.
Sprint and LDDSlWiltel networks. The second step determines the signaling network size
required for the projected demand, which adds the AT&T c:allioad level frolIllhe switched
network model. The fmal step c:a1c:u1ates the amount and cost of the DeW equipment needed to
carry the projected demand by subtracting the existing equipment frow what is needed to
support lbe projected total demand.

S"itch port lIlId echo CIllczUet corts were~ on info~tion fro!Xlman~.
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Two signaling message types are modeled; a tnmk setup message and a database query
~ssage. The setup of a U'llnlc is assumed to generate six messages of 45 bytes e3ch and all
calls mat fequire a database query geDerate two 125 byu: messages to be carried by tb~

network. The cost and capacity needed were conservatively overestimated for this, by
assuming that only 30% of calls in eac~ competitor's existing demand require a database
query. while for the projected ease,SO% of all calls (inclUding the competitors' and AT&T's
calls) require a database query.

The model is based on full signaling network iirterconnection of competitors with the local
exchange carriers (LECs). FurthcnnoIC, LODSfWiltel, Sprint, and MCI arc assumed to
interconnect with the LECs so that I sigmling point of interfaee (SPOI) is established in each
LATA thcy serve. The 1990 Study dati was used for SPOIs. Sprint bAd I total of 186 SPOls
nationwide. while Mel aDd LDDSfWilteJ each had a total of 174 SPOIs. Also, while trunk
setup messages are IranSInitted between the LEe and !XC STPs. it is assumed that no database
queries cross the SPOI boundary.

The switching model results~w that DO additional switches are Deeded by LDDSIWiltel.
Sprint or MCI to Serve all of AT&T's switched service customers. Therefore, the model is
based on 45 switches for Sprint, 80 switches for Mel aDd 41 switches for LDDSlWiltel in
both me base demand scenario and the projected d=nand scenario. In addition, since Sprint
has publicly stated that its switches arc fully and directly imerconnedCd. for simplicity, the
model is based Oil all caJls passing through two Sprint switches.4s The $alXIe assumption is
made fOf MCI and is tberefon: very conservative as discussed in the switching model.

The model converted from annual minutes of use to busy-hour signaling messages iii order to
design eaeh signaling network based on busy bour signaling message demand, The iIllOual '
minutes of use were converted to daily minutes by dividing by 264 (22 business days per,
month and 12 months per year). The minutes of use were converted to 1lI1lnber of calls by
assuming a 3 minute average bolding time. 'Ibc model men converted to calls per busy hour
by multiplying by 0.1. sinee studies show that less than 10% of the dally caning load occurs'
during the bUSy bour. Also, calliIlg traffic was assumed to be uniformly distributed among the
switches.

After the busy hour calling load was calculated, the model was used to determine the average
number of signaling messages per switch in the busy bour. Next, the number of switcb-to-STP
links (A links & E li.oks). SPOl-to-STP links. STP-to-STP Iinb and Datahase·to-STP Jinks arc
calculated assuming the sundard engiDccring practice of 40% occupancy rate for each of the
56,000 bits per second Jinks. Finally, these links WQC distributed by the model among the
SIPs in the network.

The signaling 1i:Dks were aggregated to 'fwd me total number of IiDks per STP requ~ to any
the message demand. Wben this number of links was ~ter than 75 % of me total link:
capacity of an SIP, the model added a new pair of STPs and n:~cuJated JinIc requirements

" In I Scptcmbtl 1988 pl'CSCDQliOlltD the NllimW ColllllNllieations FoMl1, Sprint staled that S3 ~ of its calls
rcqu~ only OQe switch. To collScrva!ively ove:n:stimale the equipment DJ:eded. bowever. Ihl. modd assumes
rwo 5wilches per c:.aU. .
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with the new network configuration. Thus, the model added DeW STP pairs until the STPs
were loaded to no more than 75% of their capacity. The STPs used in this model were
assumed to have a full capacity of 720 links (Ihlll of the DSC DEX STP used by both Mel aDd

/~" Sprint). This is the same capacity used for the 1990 SlI1dy and is Considered to be even more
conservative DOW.

"The COSt of the sigIlaling network was determined in the final 5lep of the model. This was
detennined from the amount of additional signaling equipment, including STPs, signaling links
and fadlities, needed to support the projected dexIWld scenario. As in the 1990 Smdy,new
STPs arc aSSlUDed to cost S5 mUl.iOD per pair. while signaling 1iDIcs cost $900 per link for
terminations and provisioning and $0.661 per mile for traDsmission facUities and lIlultiplexing."
These costs are conservatively high. The average lliIk length was assumed to be equal to the
average inter-toU trunIl: length in each caniers uetWotk.

3.6 Signaling Ruulu

The signaling model results show that four additional STP pairs are Deeded by Mel at a cost
of $20 million. In addition, the signaling link tennination. transmission facility and
provisioning costs for MCI equal $8.3 million. The total JlCW investmCD! iIi signaling required
by Mel is $28.3 million.

For Sprint, two additional STP pairs are :needed at a cost of $10.0 millioD. The additional
signaling link termination, transmission facUity and provisioning costs for Sprim equal $4.8
million. The total new invcstlllent in signaling required by Sprint is therefore S14.8 million.

1....\

One additional STP pain is Deeded by lDDSlWiltel at "a $S million eost. The required
signaling link tetJDination, traIl5miSSloD facUities aDd provisioning costs for LDDSlWilte!
equal )2.1 tnillion. The total :new investment in signaling required by LD~SlWiJtelis
therefore $7.1 million.

Summing the new signaling investment required by these AT&T competitors to handle'
AT&T's demand produces a tow of $SO million. as described in the fonowing table:

Table 3.9 New Signaling Investment Required by Competitor

Competitor Additiollal ST1' Invutme:lll Tcrminaliol1, SipWing
S1l' Pairs Pnm.sicm.iD&. Ir.. luvCSlDleDl

FlGilirv lIIVCstm."t
Mel 4 nOM $8.3M 5:28.3 M
Snrint ~ SloM 54.8M 514.4 M
LPPSlWiI,eJ J SSM 52.1 M 57.1 M
Tow 7 S3SM SIS.2 M 54!UM

These conservatively high esthDates show that si~g capacity growth is not a limiting factor
in the \1ltc 31 whicb competitors can absorb AT&T's customers, nor is it a signific:aIJl
component of the investment required.
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3.7 Network IntelligeDu Model

The network intelligence model studied the capacity of MCI, Sprint, and lDDSfWillel to
perfonn centralized database translations in suppon of switching (e.g., 800 number
translations). The database azchiteeture of Sprint, MCI and lDDSfWilte\ an: considered to be
highly and easily scaIeable. so that, seven! options arc available to these carriers to absorb
additional traffic demilllds. They can readily add capacity to existing database locations or add
llew databases in new locations 10 satisfy their~. This is especially nue for the Tandem
archlteCUlre of Sprint and that of the DEC VAX cluster an:hi~ in MCI's Detwork:.

- Because of the scaleabUity -of the carriers' database architecture, aDd the divene DIlrober of
possible architectural solutions, the model estimates the additional database equipment neerled
without modeling the details of the daClbase architecture. To estimate the database costs, the
model deteJ1l1ines the additiOnal DUmber of database tnnsaetions per secoDd and uses a typical
cost per transaction pet database to calculate costs.

The number of transactions per second Deeded ill each networlc was determined from the
number of busy hour calls from the signaling model multiplied by the fr3a:ion of c.ills
requiring a database transaction. Then, the model used the cost per additioll:l1lDJ1Saction per
second of 530,000 from the 1990 Smdy to calculate the total additional database cost. The
$30,000 per transaction estimate is conservatively high because of the indu.stry's advances in
this area and the resulting decrease in technology costs since the 1990 Study.

3.8 Network Intelligence Results

/-. The network intelligence model shows that an increase ill database loading requires an
additional $63.0 million of database equipment for MCI, an additional $37.1 million of
database equipment for SpriIlt. and an additional S17.3 million of databasecquipmem for
LDDSfWiltel. Sununing together the database investment required by these AT&T
compelitors to handle AT&T's demand produces II total of S114.4 million, as described in the
following table: .

Table 3·10 New Database Investment Required by Competitor
Co",~tilor AddiliODAl Tnnw:tiollJ llCI' second Pattbase In_I

Met 2.100 S60.0M
Sotinl l.136 $37.1 M
LDDSlWihel 575 $17.3 M
Total 3911 $114.4 M

These very conservative database results show that Iletwork intelligence capacity growth is not
a limiting factor in the ability of AT&T's competitors to quickly absorb AT&T's customers.
Also, it is not a significant component of the total investment required.
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3.9 Billing Model

The billing model takes the same approach used in the 1990 Study, updating' and extending it
to an overall industry view. lbis approach rakes AT&T's traffic and aC':ounts, aDd allocates
them among Mel, Sprint and LDDSlWiltel based on available switch port capacity. Although
only Mel. Sprint and LDDSrwiltel are studied in this model, the results will apply to the
aggregate of all competitors. AT&T's Business and Residence a=unts have been held at the
1990 Study volume level. .

The billing model estimated the resources that would be required by AT&T's competitors to
bill the accounts and Volumes of domestic and international public switcbed network services
absorbed from AT&T. It developed onc estimate for basic Long-DiSfO\l:lCe Service (LOS) and
one for the in-bound (800 service) and out-bowld (WATS aDd other high-volume business­
oriented services) families of non-LOS services. 1lJe model first conVerts annual minutes to
daily minutes by diViding by 264 (22 business days per mOll!h and 12 months per year) and
then converts from minutes to calls based on an average call1ength of 5 minutes. The
absorption of customers is modeled in equal monthly inl:=ents, and the estimates of the
additional hardware and software requirernerits are based on standard industry processing
capabilities. The additional human resources required to operate the expanded billing sysu:m
and the associated suppon funl:tions, such as payroll processing, arc included in the human
resources model.

The billing system requires an Automated Message Aecotmting (AMA) System, a Message
Processing Systems (MPS). and an Account Billing Sysu:m (Biller). The p~sing capacities
assumed for these systems~ based on cuncnt iDdustJy standard tec:hnologica1 capabilities.
The AMA system can process 60 million messages per day per copy and distribute the
cOl'fesponding data to an MPS. An MPS can process teD million lJJS messages - or 45 .
milliOD Don-IDS messages· per copy per day. ODe: copy of a Universal Message
Investigation System is provided for each MPS. A Biller can process 11 million LDS
residential accounts, 3 million LDS or non-LDS low-end business accounts, or 500.000 000-



",

Attachment 4 - GarziIlolProsini Supplemental-Reply Dec!. _ Page 32

LDS high-end business accounts per copy per day. If multiple system copies of a AMA
system MPS and/or Biller are require.d, standard industry software would be used to direct da13
from the AMA 10 the appropriate copy of the MPS, and then to the Biller managing a specific
account. The number of additional copies of each of these: systems is determined by
rran5lating the growth in volume to daily processing requirements. The study used 264
processing days per YC3I for tbese calculations. Also, because account and volume groWth
were modeled in geognphicaIly uniform equal monthly increments, all required copies of the
Biller are modeled as operational as soon as accounts begin to migrate. All accounts will be
put into tbe proper database immediately, tbereby eliminating the need for any later database
reorganization.

The study assumes tharthe operating system is an IBM MVS using SWldm1 software products
(e.g.• MVS, JES, COBOL, IMSIDB2), and thaI AT&T's major competitors have an
operational system in one central location or outsoUrl:e their bWing requirements. Jt is
assumed that AT&T's competitors willieasc or pun:hase the latest state of !he an processors,
IBM 9021/982s or equivalent. The required number of IBM 90211982s is determined based
on the computer's processing capacity IIld on the growth In data-processing requirements. Ten
million messages per MPS copy per day would require 3.8% of an IBM 9021/982. One
million business accounts would requilc 44.2~ of an IBM 9021/982 wltbout usage processing.
Ten million residential accounts would require 55% or an IBM 9021/982 witbout usagc
processing. If the additional processing capacity descn"bed above necessitates the
eSUlblishment of an additional data center, this should Dot cause an implemcntation delay.
New computer-ready facilities are available in the current real estate markel. Hardware is
available from IBM and Amdahl for delivery within 60 days from order, and it can be
operational within another 60 to 90 days. Staffavailability and expertise should not be a
constraint because, if necessary, the services of a third-party vendor. sucb as EDS or the
LEes, could be obtained.

Each residence customer is modeled 10 have ODC account and only LDS service. Business
customers may have multiple accounts and both LDS and lion-LOS services. These customer
profiles were used for all of AT&T's competitors.

3.9.1 Basic LDS Billing

The additional LOS accounts and messages, 2nd the addldonal S)'stlmis that AT&T's
compctitors would require to absorb AT&T's customers an: as foUows:

Table 3·11 Additional LOS Systems ReqUired by Competitors
SYstem DailY~iD;Mfco",,- AdclitiOtl&1 ActivitY Co1lic.s Needed

AMA 6OMM~u 49.9 M Mess.a- 1
MPS 10M~.os 49.9M Mes...= S
Residential biller II M Aecounts 86.3 M ACQOQDlS 8
llu<iDeu biller 3MA=lS 3.9 M Aecowns 2




