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Abstract – An algorithm is presented that accurately and quickly estimates the peak 

1-gram or 10-gram averaged SAR in a human phantom when exposed to a wireless 

device.   Instead of performing both an area scan and a zoom scan (as per 

international standards), only the area scan and knowledge of the transmit 

frequency are needed.  The accuracy of the algorithm has been demonstrated across 

a broad frequency range (150 – 2450 MHz) and for both 1-gram and 10-gram 

averaged SAR using a sample of 264 SAR measurements from 55 wireless handsets.  

For the sample size studied, the root-mean-squared errors of the algorithm are 

1.2% and 5.8% for 1-gram and 10-gram average SAR, respectively.  It is shown that 

the algorithm works well in both head and body phantoms.  

 

Index Terms – Dosimetry, SAR, mobile phones 

 
I.  INTRODUCTION 

Specific absorption rate (SAR) is a metric that quantifies the exposure of a person to 

radio frequency (RF) energy from wireless transmitters [1, 2].  Some national regulatory 

agencies limit RF exposure and require that the peak mass-averaged SAR (averaged over 

a 1 gram or 10 gram mass of tissue) due to a wireless transmitter is evaluated in order to 

demonstrate compliance with their rules prior to equipment authorization or use (e.g., 

[3]).  To measure SAR from a wireless handset, the handset is placed against a human-

shaped phantom and the electric field is scanned inside the phantom [4], which is filled 

with a liquid whose dielectric properties approximate those of living tissue (see Fig. 1).   
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Fig.1: Typical SAR measurement system. 
 

The measurement of SAR from wireless handsets has recently been standardized [5, 6].  

An initial coarse 2-D scan (area scan) is performed in the phantom liquid on a surface at a 

fixed distance zd away from the phantom surface.  The area scan covers the projection of 

the handset (see Fig. 2).  From the area scan, the location of maximum SAR is found.  At 

this location, a higher resolution 3-D scan (zoom scan) is performed, and post processing 

is used to determine the peak mass-averaged SAR.  Scanning of the electric field is 

performed by moving an electric field probe throughout the liquid, with the aid of a robot 

or similar positioning equipment.  This scanning is time consuming.  A single 

measurement (area and zoom scan) may take half an hour, and over one hundred 

measurements may be needed for full evaluation, given the combinations of transmit 

frequency bands and modes, device positions against the body and left and right side of 

head phantoms, handset configurations (e.g., extended and retracted antennas), 

accessories, etc.  Therefore, a faster means of estimating the peak mass-average SAR 

would be very desirable. 
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Fig. 2: Examples of an area scan (left) and a zoom scan (right) of a wireless handset in a 
human shaped phantom.  By convention, the surface of the area scan conformal to the 
phantom boundary is called the x-y plane, and the direction away from the phantom 
boundary and into the phantom is the z direction. 
 

The use of 2-D area scans to estimate the peak mass-averaged SAR was proposed by 

Manning and Massey [7].  They established that a correlation exists between the highest 

measured SAR in the area scan and the peak mass-averaged SAR.  The correlation was 

analyzed using cellular telephone handsets at two frequencies (900 and 1800 MHz) [8]. 

 

In a similar proposal [9], the SAR distribution is reconstructed from approximately 30 

measurement points assuming that the SAR has an ellipsoidal distribution.  The 

measurement grid consists of a 4 x 4 point area scan and additional points in the z 

direction.  SAR data are fitted to the ellipsoidal model using an iterative procedure.  The 

method was validated using cellular telephone handsets at 900 and 1800 MHz. 

 

This paper proposes a robust algorithm for estimating the peak mass-averaged SAR from 

a 2-D area scan [10, 11].  The algorithm requires only the measurement of the area scan 

and knowledge of the transmit frequency.  The accuracy of the algorithm has been 

demonstrated across a broad frequency range (150 – 2450 MHz) and for both 1-gram and 

10-gram averaged SAR using a sample of 264 SAR measurements of 55 wireless 

handsets.  The proposed algorithm will be shown to be more robust than the method of 

[7, 8], as it estimates the mass-averaged SAR from an averaged value over a footprint of 

z
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the area scan instead of the peak value.  Unlike the method of [9], the proposed algorithm 

does not require measurements in the z direction, and it does not rely on assumptions of 

the field distribution in the x-y plane.  Therefore, it applies equally to SAR distributions 

that are highly asymmetric (e.g., distributions containing multiple peaks).  The algorithm 

does not need to know the phantom type or tissue type (head or body, as defined in [5, 

6]). 

 

II. METHODOLOGY 

To find the peak mass-average SAR from the zoom scan, the data are extrapolated and 

interpolated onto a fine grid (e.g., 1 mm resolution) and averaged over all volumes V 

containing the 1-gram or 10-gram mass in the shape of a cube (with tolerances as 

specified in [5, 6]).  The peak mass-averaged SAR, SARv, is then the highest of these 

averaged SAR values, defined over the volume, Vmax: 

 

 ∫∫∫=
max

 ),,( 1

V
v dxdydzzyxSAR

V
SAR  (1) 

 
To estimate SARv using less data, assumptions must be made about the field distributions.  

The distribution of SAR in the x-y plane is complex in general.  In many cases, the 

contours of the distribution have an ellipsoidal shape [9], but in some cases the 

distribution is highly asymmetric and may contain multiple peaks.  On the other hand, it 

is well known that the SAR distribution in the z direction has a simple exponential decay 

for a variety of homogeneous phantoms [12, 13]: 

 
 δ/2 )0()( zeSARzSAR −=  (2) 
 
where δ is the penetration depth, determined from the measured data.  If the SAR is only 

known at a distance z = zd from the phantom surface, then (2) becomes: 

 
 ),()( )()(

ˆ/)(2
dd

zz
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where δ̂  is an estimate of the penetration depth (the true penetration depth is unknown), 

and S(z, zd) is a unitless normalized SAR.  An assumption must also be made about the 
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dependence of the x-y distribution on the z distribution.  For this model, it is assumed that 

they are independent, i.e.: 

 
 SAR(x, y, z) = SAR(x, y, zd) S(z, zd) (4) 
 

where SAR(x, y, zd) is the SAR in the x-y plane measured at a distance z = zd from the 

phantom surface.  This assumption is not strictly true.  The direction of field propagation 

is nearly (but not exactly) parallel to the z direction.  Therefore, the local peak SAR 

migrates in x and y as it propagates.  Also, the field spreads in the x and y directions as it 

propagates, given that the wave front is somewhat spherical.  However, these effects are 

not very pronounced and, as will be seen, the assumption is a good one. 

 

Substituting (3) and (4) into (1) gives SARe, an estimate of SARv: 
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where Lc = V1/3 is the side length of the 1-gram or 10-gram cube (Lc = 10 mm or 21.5 

mm, respectively, for a tissue density of 1 g/cm3).  The first integral of (6) is the highest 

footprint-averaged SAR.  This is determined by averaging the area scan over all square 

areas A = Lc
2 (the footprint of the 1-gram or 10-gram cube) and finding the highest of 

these, defined over the area A = Amax. 

 

The proposed algorithm is: 

• conduct an area scan with measurement resolution ∆x, ∆y,  

• use cubic spline interpolation to determine SAR(x, y) over a 1 mm resolution,  

• search for the highest 1-gram or 10-gram footprint of SAR(x, y, zd), and  

• find SARe from equation (7), using the trapezoidal rule for integration.   
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The only unknown in equation (7) is the estimate of the penetration depth, δ̂ .  This is a 

frequency-dependent variable that will be determined in Section IV.A. 

 
III. ANALYTICAL EVALUATION 

The accuracy of the algorithm depends largely on the accuracy of the interpolation of the 

area scan, which in turn depends on the area scan resolution.  The area scan uses a coarse 

measurement resolution (typically ∆x = ∆y = 10 mm or 15 mm).  To quantify the 

interpolation errors, three analytical reference functions were sampled at a 15 mm 

resolution and interpolated onto a 1 mm resolution.  These three functions are defined in 

international SAR measurement standards (e.g., [5]) to represent a range of SAR 

distributions in the 300 – 3000 MHz frequency range: 
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where x’ = x + d, y’ = y + d, and a = 20 mm.  Varying d over the range 0 to ∆x shifts the 

measurement grid so that it is not aligned with the peak (d = ∆x/2 gives the worst-case 

shift).  These functions were sampled at z = 4.7 mm (a typical probe distance for the area 

scan).  The impact of sampling and interpolating is shown in Fig. 3 for function f3 using a 

shift of d = ∆x/2.  Function f3 has the steepest spatial variation and was designed to give 

the worst-case interpolation errors.  
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Fig. 3: Profiles of function f3 .  Shown are the original function (left) and the sampled 
function with resolutions of ∆x = ∆y = 15 mm (center) and 10 mm (right), after 
interpolation. The sampled functions are shown with a worst-case offset of d = ∆x/2. 
 
To determine the accuracy of interpolation, the percent error of the peak sampled SAR, 

the peak interpolated SAR, and the average over the highest 1-gram and 10-gram SAR 

footprint were found.  These values are plotted in Fig. 4 as a function of d for function f3.  

The average errors are shown in Table I. 

 

 
Fig. 4: Percent errors in the peak value (measured peak and interpolated peak) and 
average value (over the highest 1-gram and 10-gram footprint) vs. shift distance d for 
function f3, with ∆x = ∆y = 15 mm. 
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TABLE I: AVERAGE OF THE PERCENT ERRORS IN THE PEAK AND AVERAGE SAR VALUES. 
Function ∆x, ∆y Peak, 

measured 
Peak, 

interpolated 
Average, 

1g 
footprint 

Average, 
10g 

footprint 
f1 15 mm -0.9% -0.1% 0.0% 0.0% 
f2 15 mm -5.3% -3.2% -2.5% -1.0% 
f3 15 mm -22.4% -19.7% -17.8% -13.7% 
f3 10 mm -12.4% -8.7% -5.9% -2.0% 

 

The errors for functions f1 and f2 are small, but for f3, the errors are considerable.  These 

errors can be significantly improved by using a finer 10 mm area scan resolution (bottom 

line of Table I).   The high field gradients characterized by f3 are typically considerably 

sharper than seen in the experimental data.  The averaging of SAR over the mass 

footprint gives the lowest errors, as expected, which justifies its use in the algorithm.  

 

IV. EXPERIMENTAL EVALUATION 

To test the accuracy of the algorithm experimentally, SAR measurement data were 

collected on a variety of wireless handsets.  A total of 264 data files from 55 different 

handsets were collected, with transmit frequencies ranging from 150 MHz to 2450 MHz 

(see Table II).  The 55 handsets use a variety of signaling schemes (e.g., analog, NADC, 

GSM, CDMA).  There are a total of 146 measurements against the head and 118 against 

the body.  Efforts were made to select measurement data in a wide variety of test 

configurations (e.g., cheek vs. tilt position and left side vs. right side for head data, 

different carry accessories for body worn data) and a wide range of SAR values (from 0.4 

to 8 W/kg for the 1-gram averaged SAR).  The SAR distributions in the x-y plane also 

vary widely from symmetric single-peak distributions to asymmetric distributions with 

multiple peaks (Fig. 5).   
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TABLE II: NUMBER OF SAR DATA FILES AND PRODUCTS PER FREQUENCY INCLUDED IN THE 
EXPERIMENTAL EVALUATION.  SOME PRODUCTS OPERATE AT MULTIPLE FREQUENCIES. 

f (MHz) Data files Products
150 32 7 
230 15 1 
450 34 13 
835 59 12 
900 32 13 
1750 39 15 
1880 43 12 
2450 10 3 
Total 264 55 

 

Each data file includes both the area and zoom scans, measured using a DASY3 system 

from Schmid & Partner Engineering AG [14].  The area scan resolution is ∆x = ∆y = 15 

mm for all data files.  For the zoom scans, 80% of files (211) have 7 points in all 

directions with resolution of ∆x = ∆y = ∆z = 5 mm.  The remaining 53 files have 5 points 

in x and y with a resolution of ∆x = ∆y = 8 mm and 7 points in z with a resolution of ∆z = 

5 mm. 

 
 

    
 (a) (b) (c) 
Fig. 5: Examples of SAR distributions in the x-y plane.  The errors in the estimates of the 
1-gram and 10-gram average SAR for each of the three above cases are within 2% of the 
average errors overall. 
 

The accuracy of the estimate SARe is determined by comparing it with SARv from (1).  

SARv is calculated from the zoom scan data, after 4th order extrapolation and cubic spline 

interpolation.  Integration is performed using the trapezoidal rule.  Since the SARe is 

determined from the area scan and SARv is determined from the zoom scan, and because 
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the output power of a handset may drift during the measurement, SARe was corrected for 

this drift.   

 
A. Penetration Depth 

An estimate of the penetration depth, δ̂ , must be determined in order to evaluate SARe.  

For the 264 data files, the penetration depth along the direction of the peak SAR was 

determined.  The penetration depth is dependent on frequency and the dielectric 

parameters of the tissue-simulating liquid.  For all of the data files, the dielectric 

parameters were within ±5% of the target values in Table III.  The target dielectric 

parameters of head-simulating liquid above 300 MHz were determined by Drossos et al 

[15] for international standards (e.g., [5]).  All of the targets for body-simulating liquid 

and the targets for head-simulating liquid below 300 MHz were determined by the U.S. 

Federal Communications Commission for its guidelines [16]. 

 
TABLE III: TARGET DIELECTRIC PARAMETERS OF THE PHANTOM LIQUID. 

Head [15, 16] Body [15] f (MHz) 
εr σ εr σ 

150 52.3 0.76 61.9 0.80 
230 48.6 0.82 59.9 0.86 
450 43.5 0.87 56.7 0.94 
835 41.5 0.90 55.2 0.97 
900 41.5 0.97 55.0 1.05 
1750 40.0 1.37 53.4 1.49 
1880 40.0 1.40 53.3 1.52 
2450 39.2 1.80 52.7 1.95 

 
On average, the permittivity and conductivity are approximately 30% and 8% higher for 

body-simulating liquid than for head-simulating liquid.  However, the impact of these 

differences partially cancel each other out, resulting in penetration depths that are not 

strongly dependent on the tissue type.  This can be seen in Fig. 6 for the case of a plane 

wave at normal incidence to a flat phantom, where the penetration depth is given by: 
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In Fig. 6, the difference in penetration depths between head and body tissue is only 

approximately 6% at most frequencies.  For this reason, it makes sense to choose a 

penetration depth that is independent of tissue type. 

 

The penetration depth is also dependent on the current distribution of the source (device 

under test) and on the distance of the source to the phantom.  The penetration depth in a 

flat phantom due to dipole antenna sources is shown in Fig. 6 for measurements in head-

tissue simulating liquids.  The distance from the feed point of the dipole antennas to the 

tissue simulating liquid was 15 mm for frequencies below 1 GHz and 10 mm otherwise.  

It can be seen in Fig. 6 that the penetration depth is smaller for a dipole antenna source 

than for a plane wave source at the same frequency.  The close proximity of the dipole 

antenna feed point means that the E field in the tissue simulating liquid has a wave front 

that is more spherical than planar, resulting in a faster decay of the SAR.  Larger 

distances between the RF source and the phantom liquid result in larger penetration 

depths, as demonstrated in [12, 13].   

 

The average penetration depths from the 264 scans are shown in Fig. 6 as a function of 

frequency.  As expected, the values for head and body tissue simulating liquids are very 

close to each other.  The error bars represent a range of δ  ± 2s, where δ  is the average 

of the head and body data and s is the sample standard deviation.  It is noteworthy that 

the penetration depth values of the measured data are for the most part between the 

values for the plane wave and dipole antenna sources.  This is because the cross-sectional 

area of the device under test (DUT) source is larger than that of a dipole antenna (thus the 

currents on the DUT will be more spread out) and the distance from the antenna 

feedpoint of the DUT to the phantom liquid is generally greater than that for the dipole 

antenna (due to the thickness of the DUT).  
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Fig. 6: Mean penetration depth of the 264 data files, compared with the penetration 
depths of the plane wave and dipole antenna sources. 
 

It can be seen from Fig. 6 that the penetration depth is approximately linear with 

frequency.  A least-squares fit line through the mean penetration depth values gives the 

following estimator δ̂  of the penetration depth: 

 
 δ̂  [mm] = -10.7 f [GHz] + 40.4 (12) 
 
The estimator, δ̂ , fits the mean, δ , with a correlation coefficient of 98.8%, and the 

deviation of δ̂  fromδ  is between 0.4% and 6.2% across the 150 – 2450 MHz frequency 

range.  This indicates that the least-squares fit line is a good fit to the average data.  

Given that a large amount of data was used to derive this line, it is also expected to fit 

other data in an average sense.  However, as indicated by the error bars in Fig. 6, the 

penetration depth can deviate significantly from one DUT to another at the same 

frequency.  It is therefore important to analyze the sensitivity of SARe for a particular 

DUT to the variation in the penetration depth.  This is shown in Fig. 7 for the penetration 

depths observed at 900 and 1750 MHz (the results are similar at other frequencies).  The 
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percent change in SARe at each value of δ  is shown relative to SARe at δ = δ̂ .  Equation 

(12) gives a value of δ̂  = 30.8 mm and 21.7 mm at 900 and 1750 MHz, respectively.  It 

can be seen that although the deviation of the penetration depth from δ̂  is large 

(approximately ±25%), the deviation in SARe is within ±2% and ±7% for the 1-gram and 

10-gram averaged SAR, respectively.  The RMS change in SARe for this data is 0.2% (1 

g) and 2.8% (10 g) at 900 MHz, and 0.5% (1 g) and 3.2% (10 g) at 1750 MHz.  Given 

that these values are quite small, the linear estimator δ̂  of the penetration depth in 

equation (12) is a good choice. 

 
Fig. 7: Sensitivity of the SARe to the range of penetration depths observed at 900 MHz 
and 1750 MHz. 
 

B. SAR Estimate 

The area scan estimate, SARe, of the peak 1-gram and 10-gram averaged SAR (denoted 

SARe,1g and SARe,10g, respectively) were computed and compared with the volumetric 

SAR (SARv,1g and SARv,10g) for all 264 scans.  The linear correlation between SARe and 

SARv is excellent (Fig. 8).  The correlation coefficient is 99.9% for both cases. 
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Fig. 8: Correlation between SARe and SARv for the 264 data files. 

 

A histogram of the percent error of SARe relative to SARv is shown in Fig. 9, and the 

mean and root-mean-squared (RMS) errors at each frequency are given in Table IV.  

Note that the highest errors observed in the experimental data are much lower than the 

worst-case errors observed from the analytical data.  The RMS error of the combined data 

is 1.2% and 5.8% for the 1-gram and 10-gram averaged SAR, respectively.  These errors 

are small compared to the estimated 12% uncertainty of our SAR measurement system 

(determined using the protocol in [5]).  Treating the RMS error of SARe and the 

uncertainty of the measurement system as independent random variables, their combined 

uncertainty is 12.1% and 13.3%, for the 1-gram and 10-gram averaged SAR, 

respectively.  Thus, the use of this area scan SAR estimate in our SAR measurement 

system does not have a large impact on the total uncertainty. 
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Fig. 9: Histogram of the error of SARe relative to SARv for the 264 data files. 
 

Table IV shows that the smaller RMS error of SARe,1g compared with SARe,10g is 

consistent across the frequency range.  It is evident from the previous discussion that this 

is due to the reduced sensitivity of SAR e,1g to variations in the penetration depth from δ̂  

(from Fig. 7).  This will be further explored in Section IV.C.  The data in Table IV also 

shows that there are no strong frequency dependences of the RMS error.  From Fig. 9 and 

Table IV it is also observed that SARe slightly overestimates SARv, giving a conservative 

estimate for these data. 

 

RMS errors for head and body data may also be compared.  For data taken with the head 

phantom, the RMS errors are 1.4% and 6.3% for SARe,1g and SARe,10g, respectively.  For 

data taken with the body (flat) phantom, the RMS errors are 1.0% and 5.0% for SARe,1g 

and SARe,10g, respectively.  This shows that the algorithm works well regardless of 

phantom and tissue type. The slightly higher errors for the head phantom are expected, 

given that the complex shape of the head phantom results in higher measurement 

uncertainty. 
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TABLE IV: MEAN AND ROOT-MEAN-SQUARED ERRORS OF SARe RELATIVE TO SARv FOR THE 
264 DATA FILES.  THE ERRORS ARE SHOWN BY FREQUENCY AND FOR ALL DATA COMBINED. 

SAR e,1g SAR e,10g f (MHz) 
Mean RMS Mean RMS 

150 -0.1% 0.8% 1.5% 5.0% 
230 0.1% 0.9% 4.0% 4.7% 
450 -0.6% 0.8% 2.4% 3.0% 
835 -0.1% 0.9% 2.8% 5.2% 
900 -0.4% 0.9% 2.3% 4.3% 
1750 0.2% 1.1% 3.9% 7.5% 
1880 0.8% 2.2% 5.6% 8.2% 
2450 1.2% 1.6% 1.6% 3.4% 

All data 0.1% 1.2% 3.2% 5.8% 
 

C. Algorithm Enhancements 

From the analytical evaluation in Section III, it was demonstrated that the measurement 

resolution of the area scan can be a large source of error.  From the analysis of 

penetration depths in Section IV.A, it was shown that the error in the assumption of the 

penetration depth can also be a source of error, particularly for SARe,10g.  Clearly, the 

algorithm can be enhanced using a finer measurement resolution in x and y and/or 

additional measurements in z to give a better estimate of the penetration depth.  However, 

this comes at the expense of longer measurement times.  This section explores how the 

accuracy of the algorithm may be improved using these two enhancements. 

 

Instead of assuming an exponential decay in z with an estimate of the penetration depth, 

SAR measurements along the z direction can be used.  For example, the SAR can be 

measured along one line in the z direction (e.g., at the SAR peak in x and y) after 

performing the area scan.  The normalized average SAR along the z direction is then used 

in place of the second integral in (6).  This was done for the 264 data files, using data 

from the zoom scan. The resulting RMS errors are 1.9% for SARe,1g and 4.3% for 

SARe,10g.  As expected, the use of the measured penetration depth has an impact on the 

RMS error of SARe,10g but has little impact on the RMS error of SARe,1g.  In fact, the RMS 

error of SARe,1g increased slightly.  This is explained by the fact that the measured 

penetration depth is on average smaller than δ̂  (given that the direction of field 
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propagation is not exactly parallel to the z direction, the decay is sharper along z than 

along the direction of propagation).  A smaller penetration depth results in a larger value 

of SARe,1g and a smaller value of SARe,10g, as shown in Fig. 7.  From the histogram of Fig. 

9, it can be seen how this will give a larger RMS error for SARe,1g and a smaller RMS 

error for SARe,10g for these data. 

 

So far, the algorithm has been analyzed using coarse scan data with a resolution of ∆x = 

∆y = 15 mm.  A finer measurement resolution of 5 mm was also analyzed.  Since the 

existing area scans do not contain data at 5 mm resolution, this was accomplished instead 

by using the closest plane of the zoom scan data (the plane at z = zd).  This data has either 

7 x 7 points with a 5 mm resolution (211 of 264 files) or 5 x 5 points with an 8 mm 

resolution (53 files).  To obtain a 5 mm resolution, the 7 x 7 point grids were used (it was 

not possible to include the 8 mm resolution data for this case).  Using the standard 

algorithm with this resolution gives RMS errors of 0.9% and 2.8% for SARe,1g and 

SARe,10g, respectively. 

 

If both enhancements are used together, the resulting RMS errors are 0.6% and 0.9% for 

SARe,1g and SARe,10g, respectively.  These errors are negligible and are comparable to the 

post-processing uncertainty of the zoom scan (due to interpolation, extrapolation and 

averaging errors) [11].  In fact, from these results it is questionable whether full 

measurement of the zoom scan is necessary.  The coarse measurement resolution of the 

area scan and the assumed SAR decay are the two largest sources of error of the 

algorithm.  The errors due to other sources (e.g., post-processing, errors due to the 

dependence of the x-y distribution on the z distribution) are less than one percent. 

 
V. DISCUSSION 

Given the robustness and accuracy of the algorithm, it can also be used for other 

purposes.  For area scans having more than one SAR peak, international standards 

currently state that zoom scans should be performed on all secondary peaks whose peak 

SAR is within 2 dB of the primary peak [5, 6].  The algorithm could be used to estimate 
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the peak mass-average SAR of the secondary peaks and determine whether measurement 

of the multiple zoom scans is really necessary. 

 

The algorithm may also be used to evaluate the SAR of devices with simultaneous multi-

frequency transmission.  An example of this is a cellular telephone that can 

simultaneously transmit a cellular telephone signal (e.g., at 900 MHz) and a Bluetooth™ 

signal (at 2450 MHz).  It is possible that such a device may be compliant with the 

regulatory SAR limit at each frequency while the composite SAR from simultaneous 

transmission is above the limit.  Therefore, the accurate determination of the SAR in this 

situation is important.  As of this writing, this issue has not been standardized.  Given that 

the tissue simulating liquid and the probe calibration are frequency dependent, and given 

that existing SAR measurement systems are unable to separate the frequency components 

of a signal, it is not possible to accurately measure the SAR from such a transmitter using 

one measurement in one liquid.  It has been proposed instead that separate SAR 

measurements (area and zoom scans) are done at each frequency (using the appropriate 

tissue simulating liquid and probe calibration at that frequency) and the SAR distributions 

are added [17].  This method makes sense, but it may be very time consuming to 

implement, especially if the SAR peaks of the multiple transmitters are far apart, due to 

the need to measure zoom scans that covers all peaks.  A modification to this proposal is 

as follows: 

1. Measure the area scan at each frequency. 

2. (Optional) Measure the SAR decay at the peak location of each area scan. 

3. For each area scan, numerically generate the volumetric SAR data, using either 

the measured decay (if step 2 was performed) or an exponential decay with an 

estimate of the penetration depth.  This step creates SAR data as if a zoom scan 

was performed covering the entire region of the area scan. 

4. Add the resulting volumetric SAR distributions together. 

5. Find the peak mass-averaged SAR. 

 

This method has been proposed to international SAR measurement standard setting 

committees (IEEE SCC34 and IEC PT 62209).  Aside from step 4, this method is 
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identical to the algorithm proposed in this paper.  Therefore, the results shown in this 

paper are applicable to this procedure. 

 
VI. CONCLUSIONS 

An algorithm is presented that accurately and more quickly estimates the peak 1-gram or 

10-gram averaged SAR in a human phantom from a wireless device.   Instead of 

performing both an area scan and a zoom scan, only the area scan and knowledge of the 

transmit frequency are needed.  The accuracy of the algorithm has been demonstrated 

across a broad frequency range (150 – 2450 MHz) and for both 1-gram and 10-gram 

averaged SAR using a sample of 264 SAR measurements from 55 wireless handsets.  For 

the sample size studied, the root-mean-squared errors of the algorithm are 1.2% and 5.8% 

for 1-gram and 10-gram average SAR, respectively.  These errors are small compared to 

the total SAR measurement uncertainty. 

 
REFERENCES 

[1] IEEE Standard for Safety Levels with Respect to Human Exposure to Radio 
Frequency Electromagnetic Fields, 3 kHz to 300 GHz, IEEE Standard C95.1-1999, 
1999. 

[2] International Commission on Non-ionizing Radiation Protection (ICNIRP), 
“Guidelines for limiting exposure to time-varying electric, magnetic, and 
electromagnetic fields (up to 300 GHz),” Health Physics, vol. 74, pp. 494-522, 
1998. 

[3] U.S. Federal Communications Commission, Office of Engineering and Technology, 
“Evaluating Compliance with FCC Guidelines for Human Exposure to 
Radiofrequency Electromagnetic Fields,” OET Bulletin 65, Edition 97-01, Aug. 
1997. 

[4] Q. Balzano, O. Garay and T.J. Manning, “Electromagnetic energy exposure of 
simulated users of portable cellular telephones,” IEEE Trans. Veh. Tech., vol. 44, 
no. 3, August 1995. 

[5] IEEE, “IEEE Recommended Practice for Determining the Peak Spatial-Average 
Specific Absorption Rate (SAR) in the Human Head from Wireless 
Communications Devices: Measurement Techniques,” IEEE Standard 1528-2003, 
2003. 

[6] European Committee for Electrotechnical Standardization (CENELEC), “Basic 
standard for the measurement of Specific Absorption Rate related to human 
exposure to electromagnetic fields from mobile phones (300 MHz -3 GHz),” 
CENELEC EN 50361, 2001. 

[7] M. Manning and P. Massey, "Rapid SAR testing of mobile phone prototype using a 
spherical test geometry," IEE Technical Seminar on Antenna Measurements and 
SAR (AMS 2002), Loughborough University, UK, May, 28-29 2002. 



 20

[8] IndexSAR, http://www.indexsar.com/2dprinciples.htm. 
[9] J. Ch. Bolomey, “Efficient near-field techniques for human exposure evaluation: 

applications to mobile and fixed antennas,” in "Electromagnetic Environment and 
Human Exposure Evaluation" special workshop of EMC 2002, Sorrento, Italy, 
2002. 

[10] M. Y. Kanda, M. Ballen, M. G. Douglas, A. Gessner, and C-K. Chou, “Fast SAR 
determination of gram-averaged SAR from 2-D coarse scans,” in 25th Ann. Meeting 
of the Bioelectromagnetics Soc, Wailea Maui, June 2003, pp. 45–46. 

[11] M. G. Douglas, M. Y. Kanda, and C-K. Chou, “Post-processing errors in peak 
spatial-average SAR measurements of wireless handsets,” in 25th Ann. Meeting of 
the Bioelectromagnetics Soc, Wailea Maui, June 2003, pp. 370–371. 

[12] N. Kuster and Q. Balzano, “Energy absorption mechanism by biological bodies in 
the near field of dipole antennas above 300 MHz,” IEEE Trans. Veh. Technol., vol. 
41, no. 1, pp. 17-23, Feb. 1992. 

[13] Q. Yu, O.P. Gandhi, M. Aronsson and D. Wu, “An automated SAR measurement 
system for compliance testing of personal wireless devices,” IEEE Trans. 
Electromagn. Compat., vol. 41, no. 3, pp. 234-245, Aug. 1999. 

[14] T. Schmid, O. Egger and N. Kuster, “Automated E-field scanning system for 
dosimetric assessments,” IEEE Trans. Microwave Theory and Techniques, vol. 44, 
no. 1, pp. 105-113, Jan. 1996. 

[15] A. Drossos, V. Santomaa and N. Kuster, “The dependence of electromagnetic 
energy absorption upon human head tissue composition in the frequency range 300-
3000 MHz,” IEEE Trans. Microwave Theory Tech., vol. 48, no. 11, Nov. 2000. 

[16] U.S. Federal Communications Commission, Office of Engineering and Technology, 
“Additional Information for Evaluating Compliance of Mobile and Portable 
Devices with FCC Limits for Human Exposure to Radiofrequency Emissions,” 
Supplement C (Edition 01-01) to OET Bulletin 65 (Edition 97-01), June 2001. 

[17] M. Siegbahn and C. Törnevik, “A SAR test procedure for wireless devices with 
simultaneous multi-band transmission,” IEEE Antennas and Propagation Society 
International Symposium, 2003, Vol. 2, pp. 1033-1036, June 2003. 

 


