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moving a fairly typical 85 analog channels to digital, a cable
company can free up over SOO MHz of spectrum, providing
cnongh capacity to carry well over 200 digital lID channcls.
The cost of •.mulog reclamation is estimated at approximately
$30 per home passed.l~9

Finally, cable companies could go all·IP, moving away from
the current spectrum allocation entirely. A 7S0-MIIz system
could provide 4.5 GbpsuO of all-IP bandwidth, to b~ shared
among all users and all applications. This would require a
significan t change not only in network architecture for cable
companies, but also significant business-process redesign to
figure out how to capturc revenue from an all·IP network.

Impact of homes per shared node
As noted above, cable capacity is shared among all users on a
given node. Where there are more users, bandwidth is shared
marc widely and individual users will, on average, have less
capacity. By splitting nodes, cable companies can reduce the
l1ser-Ioad per node and increase the capacity per user. Some
cable companies have been splitting nodes aggressively, moving
from 1,000 homes per node to 100 homes per node or fewer. H )

Cisco estimates the cost of splitting a node at approximately
$l,SOO.14~Assuming 300-400 homes per node puts the cost at

approximately $SO per home passed.

As node-splitting continues, HFC networks will reach the
point where the run of coaxial cahle is quite short-short enough
that there is no need for active electronics in the coaxial part of
the network. These so-called passive nodes often have roughly
60 homes per node,l43 but the driver is the linear distance cov­
ered by the coaxial cable. not the llumber ofbomes. Removing
active electronics from the field, however, will yield a network
that is more robust and that requires less maintenance.

Economics
The economics of providing broadband service over cable plant
are driven largely by the presence of existing network. Where
networks exist, and costs are sunk, broadband cconomics are
very attractive. In other areas, where one examines greenfield
builds, the economics can be far more challenging. Since the
network capabilities of an HFC network far cxceed the target
speed set forth in the plan, the unserved are all in greenfield
areas where the investment gap of HFC is much larger than that
ofDSL or fixed wireless.

Existing cable deployments were funded by video
As noten earlier, cable networks were originally designed to offer
video service. And, in many markets, cable companies were granted
exclusive franchise agreements. As a result, the video business over
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time has accounted for a lar~e portion of cable-company revenue,
providing a network on which to build the incremental broadband
husiness. The video business, in fact, has enjoyed increasingARPU
over a Jongperiud oftime (see Exhibit 4-BK), pro\'idingmuch ufthe
cnpital for HFC investment in infrastmcture. Ofall subscribers who
h:we access to these services, 88% subscribe to expanded basic and
55% subscribe to digital programming.1-15

(] niT E C 11 N 1 C.\ J. P i\ PEn NO. I C H ,-\ I' TEll ..

Incremental broadband upgrade.
As noted above, large inveslments have been made in cable !'ys­
lems already. principally funded hy the video busincss. Further, as
shown in Exhibit 4-BL, the incremental expense for upgrades­
each aspcd of which has been discussed previously-is low ,f.,'i"en
the signiticant Slink in"estmcnt already in the cable plant. AS:l

consequence, cable systcms are relativelywcll positioned to meet
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future growth in bandwidth demand.
In .!'ummary, where exi!'ting two-way cable plant exists, up­

grade costs to provide high-speed service o[up to 50 Mbps are
low: roughly $165 per home passed.

Greenfield deployments
T\uilding a new cable plant requires deploying a new outside
plant and some form of headend to aggregate and distribute
video and data content. The choice of technology for the out­
side plant is not an obvious one: providers can deploy n network
th<lt is a traditional hybrid fiber-coax plant, or one that is nil
fihcr, a so-called RF over Gbss (HFoG) plant.

When connecting a home for the first time-effectively
adding a completely new last-mile connection-providers are
likely to use the most future-proof technology possihlr. It would
make litlle sense to deploy, for example, a brand-new long-loop
twisted-pair network. The choil:e is less clear when comparing
HFC and RFoG (or any other FTTP deployment). As Exhibit
4-BM shows, HFC and fiber networks have similar outside plant
costs, which are mostly ,a function of labor costs. However, RFoG
and FTTP deployments, by removing all active electronics from
the outside plant, have lower ongoing expenses.

Estimates suggest these opex savings are appruxim<\tely $20
per home passed per year.148 While this may not sound large at
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the outset, it adds up over the life of the network. A majority of
these savings come from power required for active components,
system balancing and sweeping, and reverse mainlenance.

The other major expense for a new network, whether HFC
or RFoG, is the cost of a drop per suhscriber. RFoG drops are
approximately $175 more expensive than HFC drops.'49 As
a consequence, the initial cost of connecting a subscriher is
higher for HFoG relative to II FC.

However, the aggregate cost of a typical lIFe customerwHi
exceed, in less than 10 years, the aggregate cost of serving the
same customer using RFoG. In other words. the operational
savings from having an all-passive plant outstrip the initial
cost savings from deploying an HFC system. It is reasonable
to expect R}'oG and FTTP drop costs will decline over time as
deployments become increasingly mainstream and the industry
attains grcater scale. Accordingly. it is likely that as RFoG and
FTTP deployments hecome cheapcr, this hreak-evcn period
will hecomc cven shorter. As a consequence. a greenfield devel­
opel· ofwirclinc infrastructure is more likely to choose RFoG
or FTTP over HFC going forward, given both lifecycle cost and
futurc~proofingbe nefits of an all~fibernetwork.

Modeled cost assumptions
\Ve modeled the incremental costs of extending HFC networks
into unserved areas with a high degree of granularity. Exhibit
4-BN shows the basic netvlork element~of an lIFe network and
Exhibit 4-130 lists the sources for assumptions used in the model.

NETWORK DIMENSIONING
In ordcr to ensure that the investment gap is reflective of the
full costs of deployment, it is important to dimension the net­
work to be able to deliver target broadband speeds during times
of peak network demand. In particular. we need to determine
that we properly model the capacity of every shared link or ag­
gregation point in order to ensure that the network is capable
of delivering requircd broadband speeds,

llowever, data tlows are far more complex to characterize
than voice traffic, making relatively straightforvlard analytical
solutions of aggregated data traffic demand very challenging; this
will be discussed ahead in Complexities ofdata-network di­
mensioning. Our approach is to describe typical usage patterns
during times of peak demand, which we then use to estimate the
network capacity needed to ensure a high probability of meet­
ing end-user demand; this is discussed at the end of this chapter
in Capacity considerations in a backhaul network.

Complexities of data-network dimensioning
Network dimcnsioning will not guarantee that users will always
experience the advertised data rates. Note that even traditional
voice networks are designed for a certain probability ofbcing able
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to originate a phone call (e.g. 99% ofthe time in the busy hour for
wireline, 95% for cellular) and a certain average sound quality. For
dimensioning II' data networks, it maybe useful to point oul the
difficulty of applying traditional voice traffie engineering prin­
ciples to IP data-traffic flow. Dimensioning IP data networks is
intrinsically more complex than dimensioning voice networks.

To properly dimension a traditional circuit switched voice
network, it is typical to use the Erlang n formula that allows an
operator to provision the number of circuits or lines needed to
carry a given quantity of voice traffic. This is a fairly straight­
forward process mainly because the bandwidth consumed for
each call is effectively static for a given voice codec in the busy
hour. In fact, technology has enahled carriers to encode speech
more efficiently so a voice conversation today may actually
consume much less bandwidth than a voice conversation did 20
years ago. Nonetheless, the three basic variables involved are:

.. Busy Hour Traffic, which specifies the numher of hours of
call traffic there are during the husicst hourl:.o

.. Blocking, or the failure of calls due to an insufficient
numher of lines heing available and

.. The number of lines or call-bearing TDM circuits needed
in a trunk group

As long as the average call hold time is known and the opera­
tor specifies the percentage of call blocks it is willing to accept
in the bu~y hour, the number of trunks is easily calculated using
the Erlang B formula.

For broadband Internet access, however, there is much
more uncertainty. Unlike voice telephony, Internet traffic is
quite complex, multi-dimensional, and dynamic in the minute­
to-minute and even millisecond-to-millisccond changes in
its characteristics. Network planning and engineering for
broadband Internet are more difficult with higher degrees of
uncertainty because of the following principal factors:

.. Each application used during an Internet access session,
such as video streaming, interactive applications, VOleC,

Web browsing, etc., has very different traffic characteris­
tics and bandwidth requirements.

.. End-user devices and applications are evolving continu­
ously at the rate of silicon electronics, as opposed to voice
(we continue to speak at the same rate of speech),

.. Broadband Internet access supports many different user
applications and devices, from streaming high definition
video (unidirectional, very high bandwidth), to short

messaging (bidirectional, very low bandwidth) .
.. The ~cientificcommunity has not yet developed and

agreed upon the best mathematical representations for
modeling Internet traffic.
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Exhibit 4-BP illustrates the additional complexities of
multi-dimensional data traffic vers€'s traditional circuit
switched voice ll'affic. These differences inlroduce chaolic vari­
ilbles not present in the Erhmg traffic model used to dimension
voice networks.

Many individual Internet applications are "bursty" in
nature. Consider a typical W€'b-surfing session, in which a user
will "click" on an object, which results in a burst of information
painting the computer screen fulJuwetl by <llengthy period of
minimal data transmission, followed by another burst of infor­
mation. The instantaneous burst may occur at several Mbps to
paint the screen, followed by many seconds or even many min­
utes with essentially no traffic, so the average transmission rate
during a session may only be a small percentage of the peak
rate. This type of traffic docs not lend itself to motleling by the
traditional mathematical models such as the Erlang formulas
used for voice traffic; it can be considered fractal and chaotic
in nature, as shown in Exhibit 4-HP. By contrast, the viewing
of a bigh-definition video involves streaming content in one
direction ~teadilyat several Mbps. Antl a tnJical Skype video
conference may involve a two-way continuous streaming of
information but at only at around 384 kbps in each direction. lSI

Computer processing keeps improving at the rate set forth
by "~100re's Law," as does the price/performance of storage.

This doubling every two years enables much better performance
of existing applications (e.g., very refined graphics instead of
simple pictures, high definition and now even 3D-HD instead of
NTSC video or standard-definition TV), as well as new applica­
tions that could not have existed several years earlier. So as long
as silicon chips and electronics continue to improve, network
providers may see more and more demands plal.:ed on the
network by individual user applications. Moreover, behind an
individual network interface, the subscriber is likely to have a lo­
cal area network with sever<ll users running various applications
for which traffic characteristics vary widely and with variable
timescales such that the cumulative effect is a highly variable
and unpredictable traffic flow into the netwOl-k.

To conclude this discussion, we note tbat traffic engineering
is based on mathematical models involving probabilities and
statistics. As noted earlier, modeling voice traffic makes use of
the simple inputs of average duration of caB, bits-per-second
used by the voice encoding scheme and number of call origina­
tions per hour. This has enabled scientists and engineers over
the years to develop reliable mathematical models that cor­
relate well with real-world experience. However, fOI" Internet
traffic, the number of variables, the magnitude of variation
of these variables and the statistical nature of the variables
have made it difficult for the sci€'ntific community to develop
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a well-accepted mathematical model that can predict network
traffic based on end-user demand. In fact, the underlyil1~be­
havior of the traffic is still the subject of research and debate.

Consequently, it is very difficul t to statistically character­
ize the traffic per subscriber or the aggregated traffic at each
node in the network. And without such a characterization, we
cannot dimension the network, ex ante, with the level ofpreci­
sion necessary to ensure subscribers will always experience the
advertised data rates,

Generally speaking, Internet traffic engineers do not drive
the expansion of network capacity from end-user demand
models. Rather, they measure traffic on network nodes and set
thresholds to increase capacity and preempt exhaust for each
critical network element. Adtran remarks in its filing: "While
sustainable speed can be measured in existing networks, it is
nearly impossible to predict in the planning stages due to its
sensitivity to traffic demand parameters:'15~

Still, we need to engineer our network model to deliver a ro­
bust broadband experience, capable of delivering burst rates of
4 Mbps in the download and 1 Mbps in the upload even without
being ahle to measure traffic on actuaJ network elements. The
approach to do this is to provide sufficient capacity to provide
a high probability of a robust user experience (as discussed in
the next section). For this, we need a metric that characterizes
traffic demand. One such metric that measures traffic demand
is the Rusy Hour Offered Load (RHOL) per suhscriber.':;:~

Capacity per user: bUsy hour offered load (BHOL)
The data received/transmitted by a subscriber during an hour
I'epresent the network capacity demanded by the subscriber
during that hour. This can be expressed as a data rate when
the volume of data received/transmitted is divided by the time
duration. BHOL per subscriber is the network capacity demand
or offered load, averaged across all subscribers on the network,
during the peak utilization hours of the network.

In general, the total BlIOL at each a~regationpoint or node of
the network must be smaller than the capacity of that node in order
to prevent network congestion. Alternately, the number of sub­
scribers per aggregation node of the nern'ork must be smaller than
the ratio of the capacity of the node to the average BHOL. This is
the general princi!)]e we use to dimension the maximum numher of
subscribers at each aggregation point of the nelwork model.

The DHOL-per-subscriberdepemlson a subscriber'::; Internet
usage pllttern and, as such, is a complicated overlay of the mix of
Internetappliclltions in use, the bandwidth intensity ofeach ap­
plicatiDn and the duration ofusage. But, fDrpractical engineering

purpose!', the average rUIOL-per-subscribNcan be derived from
monthly subscriber usage. Typically, 12.5% to 15% ofdaily us-
age happens during the busy hour.I5-1 We recognize that very high
rnonthlyusage on the same connection speeds usually results from
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increased hours spent online, outside of the busy hours, rather than
an increased intensity of usage during the busy hours. A<.; such, very
heavyu!'i<lge may not quite lead to the samepmportionate increase
in BHOL. However, fur the purposes of our network dimensioning,
we shall make the simplifying (and conservative) assumption that
the eilect is proportionate.

Current usage levels and corresponding BHOLs for different
speed tiers are shown in Exhibit 4-BQ. ObselVe that the mean usage
is more than five times that of the usage by the median or typical
user. In fact, a small percentage of users generate an overwhelming
fraction of the network traffic as shown in Exhibit 4-BR This phe­
nomenon is well known and is discllssed in more detail in Onmibus
Broadband Initiative, Broadband Performance.IS5 For example, the
heaviest 10% Dfthe users generate 65% of the n~tworktraffic. So, if
we were to exclude the capacity demand of these heaviest users, the
BHOLofthe remaining users would be far lower. For example, by
excluding the heaviest 10% of the users, the DHOL by the rcmain­
ing90%is onJy36-43 kbps. In Exhibit 4··BS, we show the impact on
the BHOL by excluding different fractions of the heaviest users. For
comparison, we also show the BHOL for the median or typical user.

Suppose we want to dimension a nern'ork that wiLL continue
to deliver4 ~1bps to all users even after the next several years of
BHOL growth. In order to estimate the future BH OL, we first
note that average monthly uSi.lge is doubling roughly every three
years as discussed in Omnibus Broadband Initiative, Broadband
Performance.15b Next, given the significant difference between
mean usage and the typical or median user's usage. it is likely that
the service provider will seek to limit the DHOL Dn the networh;
using reasonable network management techniques to mitigate
the impact of the heaviest users on the network. For example, an
Internet s~rviceprovider might limit the bandwidtb availahle to an
individual consumer who is using a substantially disproportionate
share of bandwidth and causing netv..-ork congestion. E.xhihit4-BS
shows the BHOL for possible scenarios, ranging from dimensioning
for the typical user to mean usage. For our network dimensioning
purposes, we shall use a RHOL ofl60 kbps to represent usage in
the future. Thus, this network will not only support the traflic of the
typical user, but it will also support the traffic of the overwhelming
majority ofall user types, including the effect of demand growth
over time. It is also worth noting that the additional cost ofadding
capacity on shared links, as described throughout this paper, is low.

Capacity considerations In a backhaul network
Operators of IP broadband networks must provide a consis­
tent, reliable broadband experience to consumers in the most
cust-effective way that meets the consumer broadband require­

ments set forth in the Broadband Plan: 4 Mbps downstream
and 1 Mbps upstream of actual speed.

An important consideration for an economical deploy­
ment of affordahle hroadband networks is proper sizing and
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dimensioning of the middJe- and second-mile Jinks. A funda­

mental element i 11 the design of all modern packet-switched

networks is "sharing" or "multiplexing" of traffic in some

portions of the network to spread costs over as m,H1y 'Jsers as

possible.'57 In other words, network operrttors can take advrtl1­

tage of the network capacity unutiJized by inactive npplications

and/or users by dynamically interleaving packets from active

users and applications thus leading to a better shared utiliza­

tion of the network. This is commonly known as stalisticrtl
multiplexing.

This ability to dynamicnlly multiplex data packets from mul­

tiple sources contributes to packet-switched networks being more
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efficient and economical than circuit-switched networks. Shared
network resources are the principle of network "convergence" in
practice. Voice, video and data applications like Web browsingand
other applications noted ... bove are now all packetized and trans­
mitted using the same network transmission facilities.

Of course there is a downside to shared networks, which
are typically over~ubscribed in order to exploit the benefits of
stati~ticalmultiplexing. Oversubscription refers to the fact that
tbe maximum aggregate demand for capacity at a shared link or

node in the network can exceed the link or node capacity. Thus,
there is a risk, however small, that the total traffic presented
at a given time might exceed transport resources in a way that
will. in turn, result in congestion, deJay and packet loss.

Even though it is challenging, a priori, to accur<.ltely char­
acterize the user experience on a network because of the
complexity of characterizing the traffic per subscriber. we used
some available analytical tools to validate the network dimen­
sioning assumptions in our model. SpeC'.ific.ally, in Exhibit 4-llT,
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we show the likelihood of being able to burst at rates greater
than 4 Mbps on a l"hared wired or satellite Ii nk at different
over!:mbscription ratios. For convenience, we shall refer to this
likelihood as simply "burst likelihood."

In Exhibit 4-BT. the case with 100 subscribers is meant to repre­
sent a typical HFC node with -100 subscribers; the 500 and 2,500
subscriber curves, on the other hand, represent a DSLAM with
-5001

5') and a satellite beam with -2,500 subscribers. respectively.
We use this chart to validate the network dimensioning

assumptions in our model. For example, the chart shows that
for a burst likelihood of 90%, the maximum oversubscription
ratio on a link with 100 subscribers is approximately 17. Recall
that oversubscription ratio of a link of capacity C Mbps with N

subscribers who have an actual data rate of R Mbps is:

That implies that the link capacity must be greater than
approximately 2:J.5 Mbps. Since the capacity of a DOCS] S
2.0 lIFC node is about 36 Mbps, we conclude thata sin~le

DOCSIS 2.0 node, which serves about 100 subscribers can
deliver our target broadband speeds with high likelihood. We
can use the same approach to validate the dimensioning of
shared links and aggregation points in other networks like
DSL, Satellite and FTTP.'w

We recognize that the results shown in the chart are based
on certain traffic demand assumptions,H,1 and that these
assumptions may not hold in practice. Still, given our con­
servatiYe choice of parameters in our network models, these
re~ults indicate that the network wLtl support the required
broadband speeds with very high probability. In reality, net­
work operators may monitor traffic levels at different links
within their networks and engineer their respective oversub­
scription ratios to ensure that capacity in the shared portions
of the network is available to support offered service levels; in
this case, 4 Mbps download and 1 Mbps upload in the busiest
hours of the netwurk,

One very interesting implication of the traffic simulation
represented in Exhibit 4-BT is that higher oversubscription
rates for the larger number of subscribers mean tbat capacity
can g-row mOl'e slowly than the number of subscriberR. This is
due to improved statistical mulliplexing with increased number
of users. For example. adding five times more subscribers, mov­
ing from 100 to 500 or from 500 to 2.500 subscribers, requires
adding only roughly fOUf times as much capacity to provide the
same probability of end-user service. Thus, adding cap<lcity
linearly with the number of subscribers, as we assume in our
analysis, is a conservative approach that does not account for
the full benefits of statistical multiplexing.

Oversubscription
ratio

(Number ojsubscribers) x (Actual Speed)

(Link Capacity)

NxR

C

MIDDLE-MILE ANALYSIS
Middle-mile facilities are shared assets for all types of last­
mile access. As snch, the cost analysis is very similar regardless
oflast-mile infrastructure. The local aggregation point can
vary based on technology (e.g., a cable headend, LEC central
office or a wireless mobile switching center (MSC)) while the
Internet gateway is a common asset. Middle-mile facilities are
widely deployed but can be expensive in rural areas because of
the difficulties of achieving local scclle, thereby increasing the
investment gap. On a per-unit basis, middle-mile costs are high
in rural areas due to long distances and low aggregate demand
when compared to middle-mile cost economics in uTban areas.

While there may be a significant affordability problem with
regard to middle-mile access, it is not clear that there is a mid­
dle-mile fiber depluyment gap. The majority of telecom central
offices (approximately 95%)lt>z 1M and nearly all cable nodes (by
definition, in a true HFC network) are fed by fiber.

Please note: terms like "backhaul," "transport," "special
access" and "middle-mile" are sometimes used interchange­
ably, but each is distinct. To avoid confusion, "middle-mile
transport" refers generally to the transport and transm ission of
data communications from the central office, cable headend or
wireless switching station to <'111 Internet point of presence or
Internet gateway as shown in Exhibit 4-BU.

Middle-Mile Costs
The middle-mile cust analysis concludes that the initial capex
contribution to serve the unserved is 4.9% of the total ini-
tial capex for the base case. That is, the modeled cost for the
incumbent or lowest cost provider to build these facilities
incrementally is estimated at approximately $747 million.

In order to accurately model the costs of middle-mile
transport, particularly in rural, unserved areas, we examined
all available data about the presence of reasonably priced and
efficiently provided, middle-mile transport services. However,
we recognize that broadband operators who rely on leased
facilities for middle-mile transport may pay more for middle­
mile than broadband providers who self-provision. This is
discussed further within the subsection titled Sensitivity:
Lease vs. Build. Thus, in a hypothetical CAse in which leasing
facilities turns out to be four times the modeled incumbent
build cost, the resultin~middle¥mile contribution could be
estimated as high as 9.8% of the tot<.ll initial C<.lpex for the base
case, or approximately $1.6 billion. The follOWing discusses
the analysis done to ensure OUT model accnrately captures the
appropriate costs.

Broadband networks require high-capacity backhaul, a
need that will only grow as end-user speed and effective load
grow. Given the total amount of l1<.1ta to be transmitted, optical
fiber backhaul is the required middle-mile technology in must

114 l' l: \)1. II \ 1_ c()~r't t-" I ( \'1 10.'\ S l'O'l \1 J ~ -; !l):\i \\ W\\", Bl\O \ lJ LJ.\:\iIJ CO\'



instances. Once the transport requirement reaches 155 Mbps
and above, the only effective transport mode is at optical wave­
lengths on a fiber optic-based transmission backbone. Plus,
while the initial capital requirements of fiber optic s~"jtems are
substantial, the resl1lting infrastructure provides long-term
economies relative to other options and is easily scalable.164

Microwave and other terrestrial wireless technologies are well
suited in only some situations sucb as relatively short middle­
mile runs of 5-25 miles. However, microwave backhaul may be
a critical transport component in the second mile, primarily for
wireless backhaul as discussed in detail in the wireless section.

Approach to Modeling Middle-Mile
The costs associated with providing middle-mile services are
heavily dependent on the physical distances between network
locations. Therefore, the approach to modeling middle-mile
costs revolves around calculating realistic distance-depen­

dent costs.
Our focus is on ILEC central offices given the availability

of information on their locations. Starting with the location
of lLEC central offices and the network homing topology, we
estimated the distances and costs associated with providing
middle-mile service. Since the cost estimate is distance-depen­
dent, calculating the cost requires making an assumption about
the routing used to connect LEe offices as will be discussed
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below. This same approach-mapping known fiber locations
and their logical hierarchy to calculate the distances and
costs for prOViding middle-mile service-could apply equally
well to cable headends, or CAP, or IXC POPs given thorough
information on their locations. However, pllblically available
information on exact locations of cable headends, private IXC
fiber POPs and other entity fiber node locations is limited;
thus, the focus exclusively on ILEC fiber suggests that this
analysis will significantly underestimate the presence of fiber

around the country.
The following sections describe the process of collecting and

processing data, along with the cost inputs and assumptions
used in the model. The gap calculation assumes internal trans­
fer pricing: Le., the incremental cost the owner of a fiber facility
would assign to the use of the fiber in order to fully cover hoth
the cash cost and opportunity cost of capital. Importantly, as
discussed below, this cost may be substantially lower than the
price a competitor or other ncw entrant, like a wireless pro­
vider, may be eharged for the same facility.

Middle-Mile Data Callectian

~ Identify all ILEC Central Offices (CO) and obtain each
Vertical and Horizontal coordinates (analogous to lati­
tude and 101lgitudl:')

Exhibit 4-BC'

Breakout ofMiddle,

Second & Last Mile
Middle Mile

Second Point
Of

Aggregation

Internet j-__:.,....-+
Gateway

Central
Office

Headend

Second Mile

Remote
Terminal

I
Fiber Splitter

Cable
Node

I
Fiber Splitter

Last Mile

First PoInt
Of_lion

1------1 Mobj~~~e~ching f- ~_....,,--;;=;:-i!li!l--~''Zz_'~~
Fiber Aggregation
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>- Identify all Regional Tandems (RT) within their respec­
tive LATA locations and determine which Central Office
sublends which RT

After the middle-mile anchor node locations and hierarchi­
cal relationships between the nodes are captured, the distances
between these nodes must be calculated so that the distance­

dependent cost elements can be applied appropriately.

Middle-Mile Processing Steps

>- Each subtending CO is assigned to its nearest RT to cre­
ate the initial relation of COs to RTs.

>- COs are then routed to other COs that subtend the same
RT llsing shortest distance routing back to their respective
RTs (Le., we calculate a shortest-distance route to connect
the COs to their respective RTs). To achieve this route,
the process starts at the CO coordinate farthest from the
appropriate RT and selects the shortest CO-to-tandem
distance based on airline mileage. The CO starting point
is prohibited from routing bark to itselfand must route
toward the tandem. This approach minimizes the amount

of tiber needed.

>- The RTs within a given LATA are routed together in a ring.
>- The shortest ring is chosen by comparing the distances

between RTs and selecting the shortest ring distance
within each LATA; this distance is then used for the
middle-mile feeder calculations.

>- It is assumed that the Internet gateway peering point is
located on the RT ring. In this manner, all COs that are
connected to the RT ring have access to the Internet.

>- Internet gateway sites are assumed to be located in re­
gional carrier collocation facilities (known commonly
as "carrier hotels''). We estimate there are some 200 of
these located regionally throughout the United States.

>- The middle-mile calculation is run state-by-state and
stored in one central distribution and feeder table.

Tree rs. flIng ",chitedll,e

>- The design depicted in Exhibit 4-BV represents a huh­
and-spoke hierarchy interconnected via closed rings.
The model contemplates that a typical ILEe would likely
interconnect end office, tandems and regional tandems in
redundant-path "ring architecture."
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>-- By assumption, the fiber link and distance calculations be­
tween COs and fiTs are increased by a factor of 1.8 to account
for the redundant, geographically diverse, fiber spans that
would be required in ring architecture as opposed to a hub­
and-spoke architecture. Xote that this assumption could
be fairly conservative (i.e., assuming higher than necessary
costs) given degree of interconnection among the COs.

Cost Allocations on Facility
These middle-mile facilities by nature and design are engineered
as shared infrastructure facilities that aggregate end-user traffic
and transport traftic to regional Internet gateways. The cost of
a particular middle-mile facility cannot be allocated solely to
the consumer broadband users of that facility. Since that facility
is shared with other provider services such as residential and
enterprise voice, wholesale carrier services, enterprise data
scrvices and other management services utilized by the provider,
the cost needs to be allocated appropriately.

>-- The model assumes that the total cost of the facility is
allocated thus: 1/3 for service provider voice service, 1/3
wholesale and enterprise carrier services and 1/3 con­
sumer broadband services. This is an estimation of the
allocation oftraffic within a typical ILEC transport envi­
ronment, but the allocation of cost to any single product or
customer group is speculative at this point.

>-- The model only calculates the consumer broadband
serviC'es portion of the facility and assumes that BIIOL
doubles roughly every three years.

Nationwide Middle-Mile Fiber Estimation
Data sources about tiber routes 01" ('ven the presence offiber in a
given LEC office are extremely limited. Consequently, we created
our best approximation of tiber facilities available for middle-mile
service; detail on that process is provided below. The overwhelming
majorityoftelecom central offices (approximately 95% )165166 and
nearly all cable nodes (hy HFC definition) are red by fiber.

The map shown in Exhibit 4-B\V is an illustration of the paths
of fiber used in our calculation to connect ILEC offices (and only
ILEC offices). While it is based on as much real and calculated
data as are available, we had to make a number of assumptions
about the specific routes. Therefore, while we believe this map
represents an accurate, if conservative, estimate of middle-mile
fiber, it is not appropriate for network-planning purposes.

The diagram in Exhibit 4-RW is an estimation based on:

>-- Known locations of ILEC CO
>-- Topology based on a Gabriel Network167 topology was

considered but likely overestimated the number of
links offibcr distribution. Thus, a Helative Network
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~eighborhood1611 distribution was chosen given the set of
points representing the CO locations.

>-- Approximately 90% ILEC Fiber CO deployment, which
is signif1cantly lower (I.e., more conservative) than most
estimates. Exhibit 4-BX, which shows the distribution of
fiber- fed CO based on known services available per Co.

Exhibit 4-BW contemplates ILEC fiber only. Estimating the
presence of middle-mile fiber based only on the fiber that con­
nects LEC central offices, while excluding the fiber networks
of cable companies, CAPs, CLECs and other facilities-based
providers, systematically underestimates the presence offiher.
Ifone imagines overlaying the fiber optic facilities that have
been deployed by other entities-such as Tier One IXCs/ISPs
(ATT, Sprint, GX, Verizon Business, Level 3, XG, TWTC, etc.);
Nationwide and rcgional Cable Operators (Comcast, Cox, Time
Warner, Charter etc); Competitive Fiber Providers (Abovenet,
Zayo, Deltacom, 360 Networks, Fiberlight. Alpheus etc.); pri­
vate fiber deployments (hospitals and institutional); municipal
fiber; and utility fiber-it becomes clear that the United States
is generally well connected coast-to-coast.

In the limited instances where LEC fiber is not available,
Windstreaml69 has found that the exchanges typically have the
following reasons for lack of deployment:

>-- The exchange is an island exchange (Le., isolated from
other exchanges in the LECs footprint) or part of a small,
isolated grouping of exchanges;

>-- Fewer than 1,000 access lines fall within the exchange; and
>-- The closest point of traffic aggregation is more than 50

miles away from the Co.

The comhination of a small customer base and long trans­
port distances can make it impossible to build an economic
case for fiber deployment.

However, recognizing that fiber-based middle-mile services
are physically deploycd does ltot necessarily mean that they are
always economically viable in every rural area. The challenge
is that access to such fiber may not be available at prices that
result in affordable broadband for businesses, residents and
anchor institutions, as discussed in the following section.

Costs Drivers for Middle-Mile Transport
Transporting data 50 miles or more from a local CO or other

access point to the nearest Internet point of presence is a
costly endeavor.

The costs of these facilities are proportional to their lengths.
In urban or suburban areas, the cost of new fiber network
construction varies widely, roughly from $4 to $35 per foot
where the largest cost component is installation. The cost range
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depends on whether the fibf'r is suspended from utility poles or
buried, the number offiber strands in thc cable, right-of-way
cosLs, Lerrain, soil density and many other factors. ITu In the mod­
el, we assume that in rural settings, even for inter-CO transport
facilities, 75% would be aerinl construction. Of the 25% buried

Hrhihil.J-Hll:·
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construction, the model calculates fiber burinl costs that take
into account local terrain, including soil composition.

Providing fiber-based service to low-density areas carries
with it higher per-user costs. Tllese costs are driven by larger
distances which, even when offset by lower per-foot costs, lead
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to higher totn1 cost per link. In addition, there arc simply fewer
users per link. Given that middle-mile links have very high
fixed costs yet low costs associated with ndding capacity, larger
connedions are more cost-effective per bit than smaller links.
This is reflected in the prices shown in Exhibit4-BY.

The Jaw density and demand in rural nreas, coupled with the
volume-dependent middle-mile cost structure, mcnn that rural
broadband opernt:ors do not benefit from the same economies
of scale common among providers in denser areas. The dis­
hmces at issue in unserved areas are much longer than typical
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special access connections. Moreover, low population density
prevents the aggregation of demand that would allow rural car­
riers to use lower-cost, high-capacity links. 17I

Pricing data are difficult to obtain. Tariffs are widely ~tvail­

~\ble but "street prices," including all contract savings and

contract-term penalties, are not as readily av'lilable. Different
discount structures, terms and agreements can cause great

variability in middle-mile rates. As part of its COMMENTS
ON N13P ",OT1CE #ll, the NTCA provided l,xhibit 4-13Y that
shows that while prices of middle-mile connections are indeed
dependent on volume, they also vary widely across providers
and geographies. 172 The highest and lowest prices vary by more
than an order of magnitude for services below about lOO Mbps.

Exhibit 4-BY illustrates that on a per-unit basis, highercapacit)'
middlc-mile facilities are more cconomical than low-capacity facilitics.
According to NTCA and NECA filings, the average middle-mile cost
contribution persubscribcr per month is approximatclySi2.00 1n study
areas using middle-mile Ethernet connections ofhigher than I,OOO
Mbps.l7:iThis can be compared to areas using middle-mile Ethernet
connections oflessthan 10 Mbps, that resulted in monthlymiddle-mile
costs per user ofapproximately $;:).00 or more.174 Again, these data are
l..."'Onsistent with the premise that larger pipes carry luwercosts perbit.
su,ggesting the benefit for communities III smaller and less-dense areas
to aggregate dem..1nd for homes and businesses as much as possible and
that long-tenncommitments to utilize these facilities be in place.

Sensitivity: Lease vs. Build
The base case assumes that operators in unse:rved areas have
access to middle-mile transport at economic pricing-cost plus a

rate of return. To the extcntthat middle-mile transport prices ex­
ceed this cost-plus pricing model, middle-mile co~ts can be higher
for carriers leasing capacity. The broadband leam models the cost
to incrementally build middle-mile fiber facilities from scratch
to a) understand the overall middle-mile cost contribution for
the unserved and b) to establish a baseline middle-mile cost with
which to compare to leased middle-mile costs.

The analysis in Exhibit 4-BZ compares middle-mile facility
connections of different distances, connection sizes and methods
to highlight the lease vs. build decision. Leasing facilities from an
incumbent carrier, when properly sized for capacity demand, car­
ries higher costs than the modeled cost for the incumbent provider
to build these facilities incrementally. Thus broadband operators
who rely on leased facilities for middle-mile may pay more for
middle-mile costs than incumbent broadband providers.

To arrive at these estimates, we examine randomly chosen
regional routes as shown in Exhibit 4-BZ. Separate "city-pair"
routes were selected specifically in ru ral areas that are homed
back to regional carrier collocation facilities (CCF) or "carrier
hotel~." These particular towns and CCF pairs were selected
based upun known locations of CCFs to avoid Tier One MSA
access points to best represent rural middle-mile connec­
tions. For each route. we calculate the applied tariff rate for
the appropriate connection, applying a 30% discount rate for
each connection. We recognize, however, that discount levels
can range from 10-70% from "rack rates" and that a particular
provider in an area may pay more or less than modeled.
~ECATariff #5 was used as these tariff's al'e published,

and we believe NECA carriers are likely to provide these rural
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middle-mile connections. The towns were selected such that they
nre likely to be in the high-cost study group in accordance with
NECA rate band blends.\7;' In its comments, NECA suggests that

on average, 1 Mbps is required in the shared portions of the net­
work for every 14.5 users for a typical consumer best-effort DSL
serviceYtJ We use this ratio in the analysis and size middle-mile ca­
pacityto provide 1 Mbps for every 14.5 users. For example, in the
Exhibit 4-13Z for Flasher, ND, the middle-mile capacity required
to SUppOlt 351 HUs is 24 Mbps.ln order to provide middle-mile
support in Flasher ND, the lowest~costfacility likely available
for lense large enough to carry the required 24 Mbps is a DS-3,
which has a capacity of 45 Mbps. This need to "overbuy" capnc­
ity is repeated as demand requires the lease oflarger facility tiers
from DS3 to OC3 to OCl2. ek. This illustrates the importam;e of
demand aggregation and capacity utilization in the middle mile.

We also estimate the incremental cost that the owner of
existing fiher facilities would assign to the use of these racilities
in order to fully cover both the ca::;h cost and opportunity cost of
capital along these rOlltes. The cost of the build includes the fiber
deployment costs (labor, plowing, trenching, pole attachments,
ROW, etc.) and the liber optic electronics (DWDM transport
nodes, regenerators, aggregation electronics. etc.). The capacity
of the middle-mile network was modeled as 40 Gbps he tween
interoffice nodes. While we helieve that the modeled electronics
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arc very high capacity and represent future scalability, it should
be understood that included in this cost model is the fiber
itself, which is virtually unlimited in capadtyas electronics are
upgraded. While we make ~\ssumptionsabout the allocation of
cost to the modeled services as discussed in the previous section
entitled "Approach to Middle-Mile )'10del," we also estim<lle the
full cost of providing service along these routes as a price ceil~ng.

The results of the analysis are summarized in Exhibit 4-BZ.
Exhibit 4-BZ suggests that on a per-unit basis, it is cheaper to

build than to le<lse. However, that does not necessarily imply that
for agiven (small) user base and limited capacity demand that the
lowest cost option is to build. Cost-per-unit for fiber builds is high­
ly sensitive to scale and utilization. Consequently, it is possible that
cost-per-unit for a build is actually higher than lease when demand
and utilization arc subscale. There is still a question regarding the
extent to which leased facility pricing in rural areas is retlective of
high deployment costs-long distances driving high-cost deploy­
ments that can be amortized over only a small base of end users-or
of rent-seeking by facilities owners. The Federal Communications
Commission is currently undertaking a proceeding to address
special access pricing generally, not only with regard to interoffice
transport in rural areas.177 That proceeding will delve in greater
depth into the question of costs and pricing.

In order to connect some rural areas, providers must deploy

j~·.\·hihil -1- U);:

Middle-Mile Ruild vs.

Lease Comparison

#of Airline
Circuit

Build cost lease cost
Lease

From City To City unserved miles size
perHU per HU per

Premium
HU between per month month

Nenana, Alaska Juneau, Alaska 315 648.96 053 $26.99 $302.44 1020%

Bagdad, Ariz. Phoenix, Ariz. 206 100.32 053 $36.49 $93.34 156%

Irwinton. Ga. Macon. Ga. 934 26.95 DO $3.46 $10.10 192%

libby, Mont. Missoula, Mont. 2,372 127.95 OC12 $10.89 $12.93 19%

Fort Sumner, N,M. Ruidoso, N.M. 701 113.87 OC3 $28.22 $31.86 13%

Flasher, N.D. Bismark, N.D. 351 32.66 053 $16.73 $2B.06 68%

lindsay, Okla. New Castle, Okla. 834 29,46 DO $4.87 $11.76 141%

Glide, Ore. Eugene, Ore. 759 51.76 OC3 $11.19 $17.28 54%

Denver City, Texas Brownfield, Texas 455 35.24 053 $17.98 $22.44 25%

Eureka, Utah Provo, Utah 578 31.02 053 $3.61 $16.65 361%

Rock River, Wyo. Cheyenne, Wyo. 3D 73.32 053 $155.63 $516.23 232%

Sheffield, Ala. Huntsville, Ala. 3.570 58.8B OC12 $1.93 $5.00 159%

Hope, Ark. Fouke, Ark. 3.465 32.65 OC12 $2.40 $3.75 56%

Buena Vista, Colo. Colorado Springs, Colo. 2.592 70.96 OC12 $5.29 $7.75 47%

Ketchum, Idaho Boise, Idaho 1.532 92.00 OC3 $2.92 $12.46 326%

Monticello, Miss. Hattiesburg, Miss, 2,746 50.59 OC12 $2.09 $5.94 184%

Winchester, Tenn. Chattanooga, Tenn. 5,145 46.77 OC12 $1.46 $3.03 107%

Pomeroy, Wash. Walla Walla, Wash. 893 45.15 DO $9.99 $13.59 36%

Fayetteville, W. Va. Beckley, W. Va. 2.780 24.30 0C12 $0.86 $4.11 381%
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middh:'~milefacilities over considerable distances at significant
cost. These challen~esClre further compounded by the fact that
these areas often do not have the populalion density net:eSS<lry lo
generate the type of demand that justifies the large invl:stment
needed to construct these facilities. 11t1 The list below summClrizes
the basic conclusions bClsed upon the middle-mile analysis:

)0- The iJistances at issue in unserved areas are much longer
than typical special access connections and the low hous­
ing~unitor population density results in demand that is
insufficient for lower cost high-cap~lcitylinks. 119

)0- As Internet demand increases, the total middle-mile cost
for Clll providers will rise.

)0- Rural broadband operators do not benefit from the econ­
omies of scale on middle-mile facility cost in comparison
to urhan providers.
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ENDNOTES
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See Section 5. ",cireless 'Ib:hnuloh')', for II. discus"iun of

wirl'less Sl'colld mile backbaul

While WI! rt''llill' that a typical fully eonfi~red DSL\..\1

wl'uld likely support no morc than -:.150 subscribers,

we us('d 550 10 sbow maximum subscribers that can

be achieved al a DSlA}":1 ag.,,"l'Cgation point (RT or CO)

usinlt ra;,1 Ethl'rnct backhaul

r-.:ote Ihat the numbcr of SllnultaJleOUS video streams

is driven by capacity of th(' cell sit('.llot the coverage

which is limited by upslream signal strength as discussed

below

Simultaneous "trean,s a.."sume non-real-time streams/

videos ....ith sufficient huffers lit the n:>ceiver. Clijllicity

\,ith n~al-Lime Ir.JTic Il'quirCll1elll'. such as is required

with video-conferellculg applications, will he lower The

41'10Kblls and 700Khps video streams here an' typical

Ilulu video sln:>ams. &e 11ulu typkal video stre:mling

requIremenL<;" http://wY{W.huln.comjsu pport/techni~

calJaq, l-\~bruW')'2010. The IMhps ...·ideo stream cor­

n'Sllonds to u high-defSkYile video conference

VBS Inw·stment Rest-'arch, ·'US Wlr(']ess411,~Augusl

14,2009.

A paired 2x20\flh ofspectrum refers [() a spectrum al­

location whl're dowolink and nplink transmission!> occur

on two sPparate 20MH1. bands.

Enhanced let~hnolugie~,such as multiplt· antenna

technolo~ies(aka M IMO), can also help. See Wirdcss

TpchnololtY section below for more detail.

]11 the hands bdow:.!.7GHz, 547Mllz is currently

licensed as f1exihle USl.' spectrum that can bl' used for

mobile broadband. The :-JBP recommends an additional

:.100M Hz be made availabk within the next five years.

Yankee Group, "I\orth America Mohile Carner Moni­

\.or," December, 2009.

Tl".'oretleal peak rale imide a cell, doe.~ not take into

act·ounlman}· real world d('ployment issucs or c<,lI-edge

;werage rate.

Thc CDMA family of slam]lird~has il, own -l-G eV>llulion

call~d UMRllowever, UMB il; Ilnlnnger III development

and most worldwide CDMA op("ralnrs haw alR"ady an­

nount('d plans to adopt either Wi.\iAX or LTE for wh('n

they u]1gradl' tn 4G In lhe Uniled States, for example,

Vem,:nn ha.~chosen LTE whileSprinllsjllanninglo

deployWiMAX

Inclutks total cnsl ofnetvmrk plus success hased capital

fm subscrihers

Ba.~edon American Roamer mubill' ("owrage data,

AUhrust 200Q.

In 2G systems, by contrast. the slg01lls \wre transnllttcd

ov(~r200kllzandL:l5MHz.

For a morc dt'taik"ll exposition on tlll'sC multiple access

techniques, see. for example, "FundHmentaJs ofWire!ess

COlllmullicalioo,~David Tse and Pramod Visw3nath, as

wdl as references therein.

Letter from l)ean R. Brenner. Vice Prt's., {Jov'l,'\ff.,

{luakommlne., to Marlene H. Dortch,SecretlU')'.FCC,

GN f)orket :-Jo. 09-51 (Dec. 9, 2(09)Attaeh. t\at2. Pilt­

ure show~downlink capacities calculated for lxlOMHz

speclrum availability. Estimates ofspectral efficieney

eaJculated for each technology with the following

antenna confihJUratioll: WCOMA, Ixl anrJ lx2; IISPOA,

Rd.5, lxl: HSPA Rd. 6, Ix2; HSI'A, ReI. 7, hl and Jx2;

LTE, lxl and Ix2.

S('(', for exampk, "Fundamentals ofWirel0.$S Commu­

nications,ll David Tse and Pramod Viswanath, for details

on Shannon Ihl'OI')' as well a$ multi-user sehctluling.

Our estimat(' of the limit is baserJ on a simplifierJ t','alu­

atiun 'lfthe -smf,(le-uscr ll ShlUlnon capacity of a cdl

sill' lLSing the signal qU!lhty distribuLion for II cell site

provided in Alcatel Lucent's Ex Part0 Pre5l'ntation, GN

Docket 09-51, Februal')' 23, 2010, and then arJjusting for

multi-user scheduling gains. Our analysis also assumes

4:l% loR.~ in capacity due to o'v"l"head; ,~f'(', for example,

"LTEjllr UMJ'.." - OFDM,I andSC-FDMA Based Radio

AcreJ.~,~ HlU"ri Holma and Antti ToskHiIJ (Elis). See. for

example, IIFundamentals l)f~"'lrc/C'S.~ Communications."

See, for example, Seclion 7.7 ill "The Mobile Broadband

B~'fl/uli()n:SG Release 8 and lleyond. HSPA +, SAE/Ll'r;

and LTr;~Advonced:3G America.<;,.

See, for ClUUlll)le, Section 7.7 in ~Thl.' Mobile BroarJhand

Evolutiun. 3(; Relca.~c8 and Beyond, HSPA<, SAE/LTE

and l:rE-AdV'dnl"t'd," .'K; Americus.

See. for example. "LTE f(,r L"1>.fTS - OFDMA and SC­

FDMA lIa.~ed Radio Acccss." HarTl Holma and Antti

Toskala (Eds).

.'>Cc. foreXllmJlle, "Tbcperformance ofTCPjll' for net­

works with hIgh band",idth-dclay prorJUClS and random

loss,~ T V 1.ak.~hll1an and C MarJhow, 1f':F.F.jACM

'I'rall$actiolls on Networking, June 1997.

2! CDMA operators can choose cithcr LTE or Wi/VIAX for

their 4G evolution. LTE rurrcntly supports handoffs

from CO~L'\systems.

Spectral efficiencies caleulatcd for a (paired) 2xlOMHz

spectrum HiloeatlOn for all technologies. Downlink

spectral t,ffici('IlCy for WCD?>L\ performance based on

lxl and Ix2 antenna eunfigurations; IISDPA ReI 5 and

IISPA Rel6 results hased 011 lxl and Ix'..! configurations,

respectively; IISPA Rei 7llerforma.nee assumeslx2

and 2x2 eonliguralion~while LTE result assumes 2x2.

Dillink speclral efficiencies for WCDMA, HSI'A IUId

LTE capacities evaluated for lx2 anlellna eonflgurations.

P~rfnrmanceof (3G) EV-1l0, which is lIut shown in lht-'

chart, is comparable to (3(~) I ISPA.

crn BROADBA:'\J) HEl'ORT AT 25-28.

crn BROADBA:'\D nEl'ORT AT ft.

~HSJlA to l:fE-Adva1m~d,3(;PJlBroadhandEvnlution

to lMT-Advancctl (4G)," RysaV)' Ilcst-'arch/:lG All1eric,L~,

!'t:ptemher 2009.

Round-trip latencies do nol im.:lnde publk Internet

latencIes I11ustr:Jtlve latencies fur 2G/3G/4G networks;

latlmcles for [wo networks using th(' same h't:hnology

can "aT)· dcpending on nel.....ork confi~ralion,infra­

structurevcnrJor oprimizatiolls, etc

crn BROADRA:\'D HErORT AT 8.

,.., S/!(', forcxampil', Figurc 9.12 in MLTE for UMTS - OFD­

MAand SC-FOMA Based Radio Acc{'ss: Harri lIolma

lintl Antti Tuskala (Eds); anrJ ~LS dn LTE pcJformanl~e

"erificulioll work" al hlip'//w.."w.3gpp.0l·g/ PTP/LSI!-J'IU1/

WGLRLI/TSGRL49/Docs/ HI-0725,1l11zip

"0 In terms of cell radiug. this gain traIL~lates to nearly a

three-fold improvement in coverage.

See also Clearwire Ex-Parte filing, ~Mobile broadband

link budget example - fur FCC", GN Docket Nu. 09-51

(No\'. ]3, 200Q) and link budgdlcmplatcs in http://

WWW.3gpp.org/ltplts~;jn/rSG--.1Vu'J/TSGlLol5/

Doeu mentsjIU'4()tJ0740.zip. Both documents perform

downlink anrJ uplink link burJg('( analyses for a number

of tlata rates and 9how that the limitinlt lmk budget in

each scenario is the uplink.

Okumura-I lata is a RF propaption model. Sec, for

example, "Introduction tu RFpropagalion.~by Jolm

Seyhold.

Using the Okumura~llatamodel, we obtain the maxi­

mum cell-size at 700MJlz to be 12 miles or higher

]4 We ehuse to e1asSlfy CTs instead of counties or Census

HInck Groups (CUe) hl.'cause counLics Cllll be \"Cry

large and CBGs too small-especially when compared

with a typical cell size. Studying the variation over tOll

large an area can lead to picking up tcrralll effecl~ that

arc well outside of the cell-coverage area. On the other

hand, looking at variations over an area that is too small

compared with the desired ccll size can lcud us to over­

looking SigOllicllllt lerrain varialions lhal arc wilhin the

cell co..·erage area

Based on data providerJ in {lualcomm Ex-Parte nJin.e;,

llMobilt-' broadband CU'Verltge by Technology," GN

Docket No. 09-51 (Fell. 22,2OJO);Clearwire t:x-Parte lil­
ing. ·'Mobile broarJband linkbudgel exam pIt' - for f'Cl",~

GN Docket No. 09-5] (Nov.l:J,1009); ~LTE lor l.1MTS

-OFDMAanrJ SC-FDMA Ba~~d RadioAcces.~,llHarri

Holma and Antti Toskala (Eds); and link budget te11l­

plales in hrtp://www.3gpp.org/ltpits/!-J"an/rSG_Iv\;.J/

TSGIL45/0ocumentsjlU'"0907ol0.zip.

Maximum transmit po.....er: fixed CPEs call have higher

tranSlilit powers and higher <ll'Itellnli gains through the

use of directional antennas and can avuid body losse~.

ficeciver n0l9C figure as~umes the usc of low-noise

amplifier~.EffectiVt:' noise power is calculated as: Total

noise deIL~ity ... 1010glO (OlTupied bandwidth). when'

total noise densIty" thermal noise density -+-rl'cciver

noise Hgure" -l72rJBmjlh:. ReqUIred .s1:-J Il aSS\lmt,S lhe

U.'ie ofrwo receive alllenll.:L~al the ha.<;,e station. l'enetra-

lion lo.~ses can he reduced hy fiXC-'rl (,PEs hy placing the

antenna.~ in ideal locations within tbe house or lJutside.

MAPL withoul shadow fading margin is appropriate

when usmg RF planning loo!f; be('au~ Ihese tools enallie

sharJowing and ditfraaion lusses due to terrain. Shadow

rarJing margin is Tt'quiTt'd for 91)% t~oV(-'rage rcliabilit}".

MAPL wilh shadow fmlinf,(margin is appropriate when

using propagation luss mod~ls, such a..~ the Okumard­

Hata modt-'l.

nF planning lools by EDX Wireless, se(· hltp;f/www.edx.

cOln/inrJex.html

Propa.e;..tion loss analysis uSing RF planning tools takcs

into arcount shadowing and diffraction effects dut' to

terrain. So, it is not necessary to include a shadowinp;

margin in the MArL.

Prop~atlunlosses du~' tu foliage arc -2-7dB a1700MHz.

..-' ·'PL'· denoles propagation loss.

Signal quality is the ratio oflhe n:>celved signal strength

til tIlt-' sum of the ar.gregated interference from other een

sites and thermal noi.~e. This ratio is olten called Sl:-JR

or Signal to Interference and Noise Tl.atio.

FEr)I~lL\L CO.\J\l\":\fC.\TIOK:- C()"'·I',"11~Sl(J!\ ! TllI~ nnO·\.DJ.l,\";'l) .\\'.\IL \1)11.1·')" (;,\1' 12.3
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CHAPTER 4 ENDNOTES
For th(' resl of this ~ediun,we shall refer tIl a ~pail'\:d

::1I10MHz" carrier as simpiy a :lxlOMHz carrier. Thus,

for eXflInple, a 2x20MHz carrier will imply a "pllir('d

~x:l(ll\fH1."carricl'.

Rased on rl'~uHs publishcd by QUAI,l'OMM Europe.

EricssolI, Nokia and Nokia Siemens Net\vorks in 3GPP

TSG-IL\.i"l" WGI in ~Tex( proposal/or TIl on system

simulatIOn rcmlts," http '/jwww_3gpp_ol'gjnpjls~an!

WG LilLIffSGRL53/Docsjll1-082141.1.i p

': See "WCD:\IA 6-;:c...tor Dcpluyment - Case Study l)f

a Ileal Installed UMTS-fDD Net\vork," by Ericsi'nn

Rcsearch and Vodafone Group R&D, in IEEE Vehicul"r

TeehnologyConft'rencc, Spring 2006-. "LTE for UMTS

-I JFDMA and S(-FDMA lJa.~ed Radio Aeccss.» ll:uri

Iioima anL.! Antti Toskala (&Is); ,., ligher Ctlpllcity

thrOUgh Multi))l!' J:lpamg usinI!A<:-'JTImetric Azimuth

Array," h} Tt'nXe wireless, Apnl ZOoo. The last two

rt'f('renees shr,.,.,. lh<lt fi-~t'rtrorcells ~sult in an80%to

IJO':lf.tallacity improwmellt [1ercell.~ite

Ha.~cd ,m ~ignal (!Uality iJislrihut illn dala pm','idet.l hy

Alealtd I,urent in Ex Parte rrl;'~ntation,GN DoeI...etOfJ­

51, Fthruary 23, 20LO, aniJ JLTECapadty eompar('d to

the Shannun Huund." hy Moryen~en, "t ai, in IEEE. 65th

Vt'hicular Technoinln-'Co nfert'nCt', 2007.

"11ownlmk us"r dllta rat,," I'\:fers to h\lrst rate In it fully

ulili7.ed network

•

I> A w'n'lI1gl't~l1 ~itt:' is Ihe n'll ~itt:' that i1> tmn~mjltingthe

de~ired data tnlhe end-user. All other cell sitl'~ an', theil,

jnlcrf(>rin~cdlsill's

Has(·d on data and analY'iis provided in: Ak"tl'll.ucenl

in Ex Parte Pn'H'ntatiun, GN Oockt'lll',l· 51, Fdlruaf)'

:.!3, :lOlO; Ericsson in E>.. Pitrte filin~, GN Docket 01,l-5l.

Fehruary 17, :lOW; 'The L1'E Radio Interfuce- Key Chur­

uclcn~ll(;.l·and Ibjilrmance," Anders Furuskar, TOffia5

Jonsson, and Magnus Lumlcvall, Ericsson Research;

"LTE·Advanccd - Evolving LTE to....'llnb IMT-Ad­

v:ml"t'd: Sfefan I'<lrkvall, l'l ai, f.riesson lleseareh; ·LTE

and IISPA+· fievulutionW1' and Evolutionary SolutiollS

lor l;)ohal Mohile Broadband," Anil Rao, ct ai, in nell
Lah~Techllleal.r(lurnall:~(4), (2009); "LSon LTE per­

fllrmance yel"in...~.. tilJIl work:' at hUll:/iwww.:i!Wp.orgj

F'r L'i t5/WanjWGLRl ,l/T~GHL49/Ducs! H1-D7258o.

1ip, :lGPP IlAN-1 suhmissi<m by QUALCOMM Europe,

Erles:,on. Noklaand t\okiaSiemens Nt'lworks m1GI'I'

·rS(j-ILA.../'I;· WGI in "'l'rxt propo~a] forTRon syslel1l

.~lmulation r<,~ults," httj):/jwww_3gpp.orR!ftpjt.~g....r;mj

WCLIlLljTSGRU:;3jJ)ocs/RI-0821-l-l.zlp.

.. Sec, forexnmple: l';ricsson m Ex Parte min~,GN Docket

O'J-51. Fehruary 17. ~OlO: :-1Ll'P RAN-I suhmissioll

by QUALCOMM Eurnpl', grl\\~s()n. Nokia and Nokia

Si('mens Networks in ~(;PJ> T~G-Rl\.:" ' ....l; I m -TcX'!

IlTllj}(>SaJ fnr TR un system simllhtti, 'n results." http://

W>\'w_:_l~pp.nrp,/Il P/t.s~an/"'''''GL 1U ,JjTS(; HL51/

Docs;nl-tJ821~1 lip; "The LTE R;)L.!io Int"lface- Key

Characteristics and PerformOlnce: Anders Funlskar,

Tomas Joossun. and MagilUs Lunde\·all. Ericsson Ill,'­

search; "I;rE-Ad~anC""11- E\'olvm~ LTE t(lwards IMT­

l'dvallt'cll," Stefan ParkvalL et aI, F.rks$<Jn Hcsearch;

"LS on LTE perfurman..:...· vcnliudion wurk." at httP-i!

\1..ww.:Ig:pp.(\rgjFTP/ts~iUl/"·L UlLI/TSG ILL41)/

nllcsj HHln5tloO.1.ip

Ba.~ed on sil,'llal quality dislribUlinn data pl1l\'ided by

Alcald Lucent in Ex Parte Pre.scnlalion. G N DeKket

09-51, Fehruary :l::l, :lOlO. We Ihen detcrmillt' .slw"'''ral

enlcieney for mnhile and FWA networks hy lll<Ipplll":

signal I[wility to data rales using Ihe method and ro·~uILs

puhliiihed m "LTECapadty cumjlaredto th(' ShannlJn

Hound," hy M{/ryen.~en,et ai, in Ir:Er: 65th Vehicular

'n:thnology Confer('nee, Z007.

A paired :lx20:\1I1-t. of spedrum l1~fers 10 a spetlrum

alillcation where ,Iownlmk and oplink trao~mi,;..~lnll.~0<:­

rur on two ~(>Jlar<lte20MHzhands. This is 1l1~ll ~ft'rred

to as Frl'4ut'nry Division Duplex, or f])J). alloc<lti,m.

Nnll' thallhl' tolal ~pl'(tnlmaJlrocation in Ibis t'xample

is 4u~III"I.. Simihtrly, lht' Iplal allocation in a paired

211111!l.lHf. rofspettrum i~ 2OMllz.

" When SI Nfi i.< ()uH, the powernfthe signal i.sl'lj\lal

to the ~um orthe po....WS of the interfering signals and

nOISC

~I' Mlllcehllilju(,s use multiplr anlennas at the

naJL'ffilttcr and reeelv...·r to improve spectral efficlCncy

(jf CUml1lUnlnltJOn See. foreX"ample, "Fundamentals

of'Wlrc!ess Comlllunicalions," Da\-id Tse and PriUnod

Viswanath, for a delallc,1 exposition

In asystem v.ith 2x2 "HMO downlink, txlth the

trllusmltter (base station) antllhe reedver (ePE) arc

eljuipped with tvm anteona.~ .".

See American Roamt.... AdvallCt~ Services dat:.lbllSe

(acecs-sl'd Aug. 2009) (ar,greg<ttinf'; st'rvice coverage

boundaries pnwldcd by mobile net\~'orkoperators) (on

tile with the FCC) (American RUOlml'r Ualaba.~e): ~cc also

GcolyhCS Hlpek Estimates and Blucl.: Estimales Pl1lfes­

~ional datlllllLsL'S (2009) (lIccl.'S~t:'dNov 2()()1) (pruJcd­

mg census populations by year tn 2(J]4 by census blntk)

(on file ....·ith the FCC) (Geol)tics datablfses).

"Mobile BackhauI: Will the L,'vees BoldT, Yankee

Group, June 2009.

Sllrmt Nextel ill Ex Parte Pn.'~...'ntatilm. GN Lloeket 09­

51, January 1:1, :lOW

1..:Vl')(:~) CUlllmUl1icatiull~,Ntllice <lfEx Parte j're."""IlU<­

lipll, GN l)urkrt 09-51, Novelllher 19. 2009; thl· filing

nute~ lhal gigahlt links a~ also availahle, alheit with

lilllited range: see alsu ~Microwave,Leased Lines, and

Fiher lIacl.:haul Deployments: Business Case Anal~'sis"

[JrilgonWit\'c, "Achieving the Lowest Tntal Cost of

(lwner.ship fnr 4G Hackhanl," alld ".\licTllwave, l.easetl

Lines, anti Fiher Harkhalll n,~pklyments:Husiness Ca."",

Allalysi,.,"

Fiher-tll-the-Ilome Council (FTTH Council), Notice

of Ex I'".trtt' Presentation. GN Dockt't 09-:'iI,October 14.

2009, &sl'onSt" 10 Septemher :.!2, 2009, FCC Inqniry

n~g:ardingRnJPdbund Deployment CO.~ts.

Dra~onwave,"Aehievingthe Lowest Total Co.~t ofOwn­

('rship for 4G Flac\;hauJ:'

C1earwire E1\ I'artl' Pr('sent<ltillll, GN Dllekl'tO')-5I,

Nuvember I:.!, 2009 at I:.!.

Ancillaryelj\1ipm...·nl herl;' n'ft:'I"~ 10 eommunicHtion

cables, II.nlelmas, elc.

Average Ht:" densily in lllllulltll.mOUS and hilly an'llS is

:1 POPsj~ljuare mileand 7.4 POP.i/squar(' mill', respec­

tively, while in flat area5 it IS :108 rOPs/l'oquare mile.

(osland p,ilp .~hown fOI' eountles thai have anegative

NPV. Recall th'lt the rllral ...·('11 radius in lhl~ 700M HI.

hand can he a..~ much as ;;7% greater thOln Ihal ~I

1900MHz. We chosc th(' eell radius in mounll'Oinous

areas to be 2 miles as wdl. In these ;)rNs.lerrllitl rather

than propa~ationlossesdominate the determination of

cell radius: so. it is unlikdy that l'rll ~i1."'·s will ~d much

smallrr than 2 miles.

Thi~ l'X"hibit ~uppor1< int<lrmation I\l1d cOllclu~ioll~

foulld in Exhibil-l--Z: Scn~itivil)' or Buildout Cosl and

Investment Gap to Tcrrain Clas~ifie:ltiuns

Sre Towcr Map~ databasc (Acce$sed August, 2009) (on

file with th...·(Jmmission).

Mohile Satdlitc Ventures SubSIdiary, LLC, Commmts,

in PS IJoekl;'l (l6-:~29 at",(1 (.June 20, 2008). The) show

tllat :10% or llie sites required to eover9::;th percentile

uf the population in thc ruml Unitcd States are "grecn­

fidd;" that numbcr grows In 7::;% for tilt' 99th pt'rcentilc

We a.~sume in our mndel that the numher ofgreenfield

sites re4uiw(1 iii ~2.~%, which IS the average of those tvm

numhers

"" Otht'r network cn!!:... include those incurred in Ihe Cm't'

(Node-O) netwurk a.s well ,1$ \In C1'1-: (Node-4) subsidies

IDe, llniled StaIb Consumer Crommunitallpns ~ervices

QViewl"p(]ale, ~ilJO',l, pg. 5, D!'I'('mher 2009

Unit...'d S(ales Tt"lttuln Nsoclation. "J'eleulm st~ti~ties,

http://www.ustell·com.orlt-'I,earn/Ttlc......'mSUilistics.

html (lastvisitcd Feh :t,21l1/)) It ~hould be 11\lted that

these 1,311 opl ....atinf'; compllliics cOInpl"isl;' fe....Tr than

850 holding compani....s.

1~ IDC, United States Cunsumer CommUnkll.tic,ns Services

QYlew Vpdale. :JQ(}9, pg. 5, December :.!O(l9

'" See -"letwnrk Dil1lcl1siolljll~scction bdow

.. Adlran -"Defining Tlmadhand Speeds. Estimating

Capacity in Aecc.~s Networl.: Archit.ccturcs" Suhmis­

sions for the Reeord -- GN Doekct -''In. 09-51. CJanuary

4.2010) at 8.

,. Adtran -"DdIning Broadband Sp....eds: Estimatin..:

CH.jlacity in Aeces5 Ndwork Arehiteclures." Suhm i~­

sions for tIle lleconJ-- GN Docket ."l"o. 09-51, (.lanu:u.\'

4,2(10) al 8.

Zhone Apill icalions, hUIl:j/www_1.hone.com/~<11utilJns/

elherncl/. (la.~t visited No~'_ 17, 2009).

),('veI2 DynamIC' Sperlrum Management (])S~1·2)

is rnfl'\:nt Iy a\'adahle and uids in Ihe mana~t:'ment\If

p,\w~r i\nu hl'gins II) t'iln ....el some cros.~talk 1.l'vel:\

~'namir ~pt'Ctrum Manageml'nt (DSM-3), also I.:nown

a!; vertorin~, is l'urrmtly being tested in thc lahoratory

lUlU ill tkILllrii1l~. V...'tWrln..: L~ diseussKI in gm:lll'r detail

in thl'-1-[) kft ~t:'dion (tfthe appendix becau.se, although

pusslble (10 Al ISLl-, the tel:hniljue is moll\: bellelkial on

hne len!,"h~ below 4.000 feet-, Rrlladhand forum .Jan. ]\),

2010 NOlice nf ""'x J'/JrleCommunication - Addcndum

at 5.

13 Lettcr frum nobin fo.1ersh, Chief Opt:'ratin~Offin'r,

Broadband Forum, to fo.larlcne H. Dortch, Sccretary,

FCC (JulI_ JI). 20W) ("Hroadband Forum Jan 19.20lO

Notice or Ex ParteCommulli...·ation - Addendum'") at 4.

,. Adtran ""Defining Broadband Spt'eds: Estimating

Capacily in Ac('ess Network .\rchileeluf(,s.~Suhmis­

sions for the Hecord-- GN Docket~o.09-51 (January

4,2010).

1Z4 VrnFfUL (·O't.'II-.'I('\rl!J'\~("O\l~II~~'Il' WWW BHt):\.I,lJ\;..;n (;0,"
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Broadhand FLlrllm Jan. 1!J. ~OIO Not'o.;~ ufr.); !'c/r/eCI,m­

Tnunic:l\iull - Addcndum ..t IU.

Cumment;; of Xlliiollal Exchange C:lrnrr AS50dalion

(NECA) al Table 1, Impaci of .\liddJeilllLl SCl'Und Mile

,\cccss on IJruadband Availability find DrpluYlllt'nt. GN

Docket IlsO!J-47.09-51,09~137Hill'd No...ember 4. :lOIN).

"Current lJarkhaul dimcnsioning~ i.s bllsed l'n Cl)mmcnl,

frol1\ NEe!\. thalon nverag-e -IMhp~ i~ rcquil"l'd in Ihe

shared purtiuns of the nehliork for c\,cT... 145 users.

C('mmc'nts ofXational Exchange Carrief A....soria! illll

(NECA) al Tahle I, Impactt)f1\liddle iIlld Sectllld Mile

Access on IIroadhand A...ailability and Deployment. GN

Docket tI.~09~47.n9-51.U9-137 (mOO No...ember 4. :.1.t)09).

Load coil~, which are m-line iJlduclc>rs \lsl.'d li..~ IOW-Da~~
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HCruS~ all suhscribers un the network during the husi,,~t

huurs nflhe Ol'tWork. BH( lL is Ji.~cussed lat.. r in the
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LIST OF COMMON ABBREVIATIONS

:1C Third generation

4G Fourth generation

ADSL. Asymmetric Digitnl Subscriber Line

AMPS Advanced Mobile Phone Service

ARPU Average Revenue per User

AWG American Wire Gauge

BHOL Busy Hour Offered Load

UPON Broadband Pa~si\'e Optical Network

CAP Competitive Access Provider

GSM Global System for Mobile communication

IIFC Hybrid Fiber Coaxial

HFM Hybrid Fiber Microwave

HSDPA High Speed Downlink Packet Access

USUPA Iligh Speed Uplink Packet Access

HSPA High Speed Packet Access

HU Housing Units

Hz Rertz

iDEN lntegrated Digital Enhanced Network

Capex Capital Expenditures ISP . .... Internet Service Provider

CDMA Code-Division Multiple Access

CI.EC Competitive Local Exchange Carrier

co Central Office

CPE Customer Premises Equipment

DOCSIS Data Over Cable Service In terface
Specification

USL Digital Subscriber Line

DSLAM Digital Subscriber Line Access Multiplexer

E13ITDA Earnings Before Interest, Taxes, Depreciation
and Amortization

EPON Ethernet Passive Optical Network

EV-DO Evolution-Data Optimized

FTTN Fiber to the Node or Fiber to the Neighborhood

FTTP Fiber-to-the-Premise

FW Fixed Wi reless

Gbps Gigabits per second

GHz Gigahertz (I billion Hertz)

GPON Gigabit l)assive Optical Network

kft Kilo-feet (1,000 feet)

II ..F:C Incumbent I..ocal Exchange Carrier

IXC Interexchange Carrier

kbps Kilobits per second

kHz Kilohertz (I thousand Hertz)

LATA Local Access and Trunsport Area

LTE Long-Term Evolution

Mbps Megabits per second (l million bits per second)

MHz Megahertz (1 million Hertz)

MJ:\IO Multiple Input, Multiple Output

MSC Mobile Switching Center

MSO Multiple System Operator

NBP National Broadband Plan

NIU Network Interface Unit

NPV Net Present Value

OECD Organization for Economic Co-operation and
Development

Opex Operating Expenses
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OTT Over-the-top

POP Point of Presence

POI\ Passive Optical Network

POTS Plain Old Telephone Service

pSTN public Switched Telephooe Network

PV Present Value

QAM Quadrature Amplitude Modulatioo

QOS Quality orService

REOC Regional Eell Operation Company

RFoG Radio Frequency Over Glass
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RT Regional Tandem

SG&A SeIJin~, General and Administrative expenses

SINR Si~nal to Interference plus Noise Ratio

TDMA Time Division Multiple Access

UMTS Universal Mobile Telecommunications System

VDSL Very high bit rate Digital Subscriber Line

VOIP Voice Over Internet Protocol

WCDMA Wideband Code Division Multiple Access

WISP Wireless lSI'
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GLOSSARY

4G-Abbreviation for fourth-generation wireless. the stage of
broadband mobile communications that will supersede the
third generation (3G). Specifies a mohile broadband standard
offering both mobility and very high bandwidth. Usually refers
to LTE and WiMax technology. For the purposes of analysis
in this paper, areas where carriers have announced plans to
deliver 4G service are treated as 4G areas; all other areas are
treated as non-4G areas.

Access Network-Combination of Last and Second Mile por­
tions of a hroadband network. See Last Mile and Second Mile.

Actual Speed-Refers to thC' data throughput delivered hctween
the nctwork interface unit (NIU) located at the end-user's
premises and the service prodder Internet gateway that is the
shortest administrati\'e distance from that NIH In the future,
the technical definition of "actual speed" should be crafted by
the FCC, with input from consumer groups, industry and other
technical experts, as is proposed in Chapter 4 of the National
Broadband Plan. The technical definition should include
precisely defined metrics to promote clarity and shared under­
st.anding among stakeholders. For example. "actual download
speeds of at least 4 ~1:bps" may require certain achievable
download speeds over a given time period. Acceptable quality
of service should be defined by the FCC.

Advanced Mobile Phone Service (AMPS)-A standard system
for analog signal cellular telephone service in the United States
and elsl'where. It is based on the initial electromagnetic radia­
tion spectrum allocation for cellular service by the FCC in 1970
and first introduced by AT&T in 198:J.

American ~Yire Gauge (A~VG)·-A U.S, measurement standard
of the diameter of non-ferrous wire. which includes copper and
aluminum-the smaller the numher, the thicker the wire. In
general, the thicker the wire, the greater the current-carrying
capacity and the longer the distance it Can span.

Analog reclamation- In a cable system, refers to repurposing
spectrum previously used to carry analo~channels for other
u~es, either digital channels or high-speed d~lla.

, The authors pro\'ide this glossary as a reader aid. These definitions do not necessarily
represe!\t the views of the FCC or the United States Go\'ernment on past, present or future
technology. polICy or law "nd thus have no interpretive Dr precedenlial \'allle.

Asymmetric Digital Subscriber Line (ADSL)-A technology
that transmits a data signal over twisted-pair copper, often
over facilities deployed originally to provide voice telephony.
Downstream rates are higher than upstream rates-i.e" are
asymmetric. ADSL technology enables data transmission O\'er
existing copper Wiring at data rates several hundred times
faster than analog moderns using an ANSI standard,

Average Revenue Per User (ARPU)-A metric used by investors
and financial analysts to measure the financial performance
of telecommunications service providers. ARPU is the aver­
age amount of revenue a company collects from each user per
month.

Availability Gap-Sec Broadband Availability Gap and
Investment Gap.

Rase Case-The hasic set of assumptions that leads to the $23.5
billion Investment Gap. The base case in the model compares
the most economical technologies: 12,OOO-foot-Ioop DSL and
Fixed Wireless. For the 12k-foot-loop DSL, the main assump­
tion is that there is one competing provider in areas that are
assumed to receive 4G service, and zero competing technolo­
gies in non-4-G areas. For Fixed \\'ireless, costs are allocated
to mobile infrastructure in 4G areas; in non-4G areas, all costs
are allocated to fixed service, but the carrier is assumed to earn
incremental revenue from mobile operations.

Broadband-For the purposes of determining: the Investment
Gap, 4 Mbps actual download and 1 Mbps actual upload; see
also the ~ationalBroadband Availability Target.

Broadband Al'ailability Gap-The amount offunding necessary
to upgrade or extend existing infrastructure up to the level nec­
essary to support the ~ational Uroadband Availability Target.
Because this is a financial metric, and to avoid confusion with
measures of whether local networks are capable of supporting
a given level of broadband service, the Broadband Availability
Gap is referred to as the Investment Gap throughout this paper.

Broadband Passi"e Optical Network (BPON)-A type of PON
standardized hy the lTD-T. offering downstream capacities of
up to 622 Mhps and upstream capacities of up to 155 Mbps,
shared amonl2: a limited number of end users.
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Brownfield-A network in which a carrier already has infra­

structure in the area that can be used to deliver service goin~

forward.

Burst Rate-The maximum rate or "speed" which 3 network is

capable of delivering within a short timeframe. typically sec­
onds or minutes. This is usually expressed as a rate in Mbps.

Busy Hour Offered Load (BHOL)-llHOL (per subscriber) is
the network capacity required by each user, averaged across
flll subscribers on the network, during the peak utilization

hours of the network. Network capacity required is the data
received/transmitted by a subscriber during an hour; this can
be expressed as a data rate (like kbps) when the volume of data

received/transmitted is divided by the time duration.

Capacity-Ability of telecommunications infrastructure to

carry information. The measurement unit depends on the facil­

ity. A data line's capacity might be measured in bits per second,

while the capacity ofa piece of equipment might be measured

in numbers of ports.

Capital Expenditures (Capex)-Business expense to acquire
or upgrade physical assets such as buildings, machinery and in

this case telecommunications equipment; also called capital
spending or capital expense.

Census Block-The smallest level of }{eography designated by
the U.S. Census Bureau, which may approximate actual city

street blocks in urban areas. In rural districts, census blocks

may span larger geographical areas to cover a more dispersed

population.

Cenlral Office (CO)-A to lopbone company focility in a local­
ity to which subscriber home and business lines are connected

on what is called a local loop. The central office has switching
equipment th3t can switch calls locally or to lon~-distancecar­

rier phone offices. In other countries, the termpuhlic exchange

is often used.

Churn-The number of subscribers who leave a service provid­
er over a given 1Jeriod of time, usually expressed as a percentage

of total customers.
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Code-Division Multiple Access (CDMA)-Any of several

protocols used in so-called second-generation (2G) and third­

~eneration (3G) wireless communications. A~ the term implies,
CDMA is a form of multiplexing, which allows numerous

si~nals to occupy a single transmission channel, optimiz-

ing the use of available bandwidth. The technology is used in
ultra-high-frequency (UHF) cellular telephone systems in the

BOO-MHz and 1.9- GHz bands.

Competitive Access Provider (CAP)- Facilities-based competi­
tive local exchange carriers (CLECs).

Competitive Local Hxchange Carrier (CLt:Cj-The term and

concept coined by the Telecommunications Act of 1996 for any
new local phone company that was formed to compete with the

ILEC (Incumbent Local Exchange Carrier).

Coverage-In wireless communications, refers to the geograph­

ic area in which one can obtain service.

Customer Premises Equipment (CPE)-Equipment which

resides on the customer's premise. Examples include set top
boxes, cable modems, wireless routers. optica\ network termi­

nals, integrated access devices, etc.

Dolo Over Cable Service Inteiface Specification (DOCSIS)-A
cable modem standard from the CableLahs research con­
sortium (www.cablelabs.com). which provides equipment

certification for interoperability. noesIs supports IP traffic
(Internet traffic) over digital cable TV channels, and 1110st cable

modems are DOCSIS compliant. Some cable companies are
currently deploying third-generation (T)QeSIS 3.0) equipment.
Originally formed by four major cable operators and lTIana~ed

by Multimedia Cable Network System, the project was later

turned over to Cable Labs.

Digital signal 1 (DS-f)-Also known as Tl; a T-carrier signaling

scheme devised by Bell Labs. DS-l is a widely u~ed standard in

telecommunication\'i in North America and Japan to transmit
voice and data between devices. DS-I is the logical bit pattern
used over a physical TIline; however, the terms DS-1 and 1'1

are often used interchangeably. Carries approximately 1.544

Mhps.

Digilal Subscriber Line (DSl,)-A generic name for a group of
enhanced speed digital services generally provided by tele­

phone service providers. DSL services run on tv,risted-pair

copper wires, which can carry both voice and data signals.
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