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moving a fairly typical 85 analog channels to digital, a cable
company can free up over 500 MHz of spectrum, providing
enowgh capacity to carry well over 200 digital HD channels.
The cost of analog reclamation is estimated at approximately
$30 per home passed.'®

Finally, cable companies could go all-1P, moving away from
the current spectrum allocation entirely. A 750-Mllz system
could provide 4.5 Gbps™® of all-1P bandwidth, to be shared
among all users and all applications. This would require a
significant change not only in network architecture for cable
companies, but also significant business-process redesign to
figure out how to capturc revenue from an all-1P network.

Impact of homes per shared node

As noted above, cable capacity is shared among all users on a
given node, Where there are more users, bandwidth is shared
more widely and individual users will, on average, have less
capacity. By splitting nodes, cable companies can reduce the
user-load per node and increase the capacity per user. Some
cable companies have been splitting nodes aggressively, moving
from 1,000 homes per node to 100 homes per node or fewer,’*
Cisco estimates the cost of splitting a node at approximately
$1,500."* Assuming 300-400 homes per node puts the cost at
approximately $50 per home passed.

As node-splitting continues, HFC networks will reach the
peint where the run of coaxial cahie is quite short—short enough
that there is no need for aclive electronics in the coaxial part of
the network. These so-called passive nodes often have roughly
60 homes per node,"** but the driver is the linear distance cov-
ered by the coaxial cable, not the number of homes, Removing
active electronics from the field, however, will yield a network
that is more robust and that requires less maintenance.

Economics

The economics of providing broadband service over cable plant
are driven largely by the presence of existing network. Where
networks exist, and costs are sunk, broadband economics are
very attractive. In other areas, where one examines greenfield
builds, the economics can be far more challenging. Since the
network capabilities of an HFC network far exceed the target
speed sct forth in the plan, the unscrved are all in greenfield
areas where the investment gap of HFC is much larger than that
of DSL or fixed wireless.

Existing cable deployments were funded by video

As noted earlier, cable networks were originally designed to offer
video service. And, in many markets, cable companies were granted
exclusive franchise agreements. As a result, the video business over
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time has accounted for a large portion of cable-company revenue,
praviding a network on which to build the incremental broadband
business. The video business, in fact, has enjoyed increasing ARPU
over a jony period of time (see Exhibit 4-BK), providing much of the
capitul for HFCinvestment in infrastructure. Of all subscribers who
have agcess to these services, 88% subscribe to expanded basic and

55% subscribe to digital programming 4°
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Incremental broadband upgrades

As nated above, large invesiments have been made in cable sys-
tems already, principally funded hy the video business. Further, as
shown in Exhibit 4-BL, the incremental expense for upgrades—
each aspect of which has been discussed previously—is low given
the significant sunk investment already in the cable plant. As a
consequence, cable systems are relatively well positioned to meet
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future growth in bandwidth demand.

In summary, where existing two-way cable plant exists, up-
grade cosLs to provide high-speed service ol up to 50 Mbps are
low: roughly $165 per home passed.

Greenfield deployments

Building a new cable plant requires deploying a new outside
plant and sume form of headend to aggregate and distribute
video and data content. The choice of technology for the out-
side plant is not an obvious one: providers can deploy a network
that is a traditional hybrid fiber-coax plant, or one that is all
fiber, a so-called RF over Glass (RFoG) plant.

When connecting a home for the first time—effectively
adding a completely new last-imile connection—providers are
likely to use the most future-proof technology possible. [t would
make litlle sense lo deploy, for example, abrand-new long-loop
twisted-pair network, The choice is less clear when comparing
HFC and RFoG (or any other FTTP deployment). As Exhibit
4-BM shows, HFC and fiber networks have similar outside plant
costs, which are mostly a function of labor costs. However, RFoG
and FTTP deployments, by removing all active electronics from
the outside plant, have lower ongoing expenses.

Lstimates suggest these opex savings are approximately $20
per home passed per year.*® While this inay not sound large at
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the outset, it adds up over the life of the network. A majority of
these savings come from power required for active components,
sysiem balancing and sweeping, and reverse mainlenance.

The other major expense for a new network, whether HFC
or RFu(, is the cost of a drop per suhscriber. RFoG drops are
approximately $175 more expensive than HFC drops."*® As
a consequence, the initial cost of connecting a subscriher is
higher for RI‘oG relative to 1HIFC.

lHowever, the aggregate cost of a typical HFC customer will
exceed, inless than 10 years, the aggregate cost of serving the
same customer using RFoG. In other words, the operational
savings from having an all-passive plant outstrip the initial
cost savings [rom deploying an HFC system. 1t is reasonable
to expect R¥FoG and ¥TTP drop costs will decline over time as
deployments become increasingly mainstream and the industry
attains greater scale, Accordingly. it is likely that as RFoG and
FTTP deployments become cheaper, this break-even period
will become even shorter. As a consequence, a greenfield devel-
oper of wireline infrastructure is more likely to choose RFoG
or FTTP over HFC going forward, given both lifeeycle cost and
future-proofing be nefits of an all-fiber network.

Modeled cost assumptions

We modeled the incremental costs of extending HFC networks
into unserved areas with a high degree of granularity. Exhibit
4-BN shows the basic network elements of an 1IFC network and
Exhibit 4-BO lists the sources for assumptions used in the model.

NETWORK DIMENSIONING
In order to ensure that the investinent gap is reflective of the
full costs of deployment, it is important to dimension the net-
work to be able to deliver target broadband speeds during times
of peak network demand. [n particular, we need to determine
that we properly model the capacity of every shared link or ag-
gregation point in order to ensure that the network is capable
of delivering required broadband speeds.

llowever, data lows are far more complex to characterize
than vaice traffic, making relatively straightforward analytical
solutions of aggregated data traffic demand very challenging; this
will be discussed ahead in Complexities of data-network di-
mensioning. Qur approach is to describe typical usage patterns
during times of peak demand, which we then use o estimate the
network capacity needed to ensure a high probability of meet-
ing end-user demand; this is discussed at the end of this chapter
in Capacity considerations in a backhaul network.

Complexities of data-network dimensioning

Network dimensioning will not guarantee that users will always
experience the advertised data rates. Note that even traditional
voice networks are designed for a certain probability of being able
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to originate a phone call {e.g. 99% of the time in the busy hour for
wireline, 5% for cellular) and a certain average sound quality. For
dimensioning IP data networks, it may be uselul to point out the
difficulty of applying traditional voice traffic engineering prin-
ciples to IP data-traffic flow. Dimensioning 1P data networks is
intrinsically more complex than dimensioning voice networks.

To properly dimension a traditional circuit switched voice
network, it is typical to use the Erlang I3 formula that allows an
operator to provision the number of circuits or lines needed to
carry a given quantity of voice traffic. This is a fairly straight-
forward process mainly because the bandwidth consumed for
each call is effectively static for a given voice codecin the busy
hour. In fact, technology has enabled carriers to encode speech
more efficicntly so a voice conversation today may actually
consume much less bandwidth than a voice conversation did 20
years ago. Nonetheless, the three basic variables involved are:

» Busy Hour Traffic, which specifies the numher of hours of
call traffic there are during the busicst hour!s®

» Blocking, or the failure of calls due to an insufficient
numher of lines heing available and

» The nuimber of lines or call-bearing TDM circuits needed
in a trunk group

As long as the average call hold time is known and the opera-
tor specifies the percentage of call blocks it is willing to accept
in the busy hour, the number of trunks is easily calculated using
the Erlang B formula.

For broadband Internet access, however, there is much
more uncertainty. Unlike voice telephony, Internet traffic is
quite complex, multi-dimensional, and dynamic in the minute-
to-minute and even millisecond-to-millisccond changes in
its characteristics. Network planning and engineering for
broadband Lnternet are more difficult with higher degrees of
uncertainty because of the following principal factors:

» Eachapplication used during an Internet access session,
such as vidco strcaming, interactive applications, voice,
Web browsing, etc., has very different traffic characteris-
tics and bandwidth requirements.

» End-user devices and applications are evolving continu-
ously at the rate of silicon electronics, as opposed to voice
{we continue to spcak at the saine rate of speech).

» Broadband Internet access supports many different user
applications and devices, from streaming high definition
video {unidirectional, very high bandwidth), to short
messaging (bidirectional, very low bandwidth).

» The scientific community has not yet developed and
agreed upon the best mathematical representations for
modeling Internet traffic.
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Exhibit 4-BP illustrates the additional complexities of
multi-dimensional data traffic verses traditional circuit
switched voice Lrafflic. These differences introduce chaolic vari-
ables not present in the Erlang traffic model used to dimension
voice networks.

Many individual Internet applications are “bursty” in
nature. Consider a typical Web-surfing session, in which a user
will “click” on an object, which results in a burst of information
painting the commputer screen fullowed by a lengthy period of
minimal data transiission, followed by another burst of infor-
mation. The instantaneous burst may occur at several Mbps to
paint the screen, followed by many seconds or even many min-
utes with essentially no traffic, so the average transmission rate
during a scssion may only be a small percentage of the peak
rate, This type of traffic does not lend itself to modeling by the
traditional mathematical models such as the Erlang formulas
used for voice trattic; it can be considered fractal and chaotic
in nature, as shown in Exhibit 4-BP. By contrast, the viewing
of a bigh-definition video involves streaming content in one
directiun steadily at several Mbps. And a typical Skype video
conference may involve a two-way continuous streaming of
information but at only at around 384 kbps in each direction.’

Computer processing keeps improving at the rate set forth

51

by "Moore’s Law,” as does the price/performance of storage.

This doubling every two years enables much better performance
of existing applications (e.g., very refined graphics instead of
simple pictures, high definition and now even 3D -HD instead of
NTSC video or standard-definition TV), as well as new applica-
tions that could not have existed several years earlier. 5o as long
as silicon chips and electronics continue to improve, network
providers may se¢ more and more demands ptaced on the
network by individual user applications. Moreover, behind an
individual network interface, the subscriber is likely to have a lo-
cal area network with several users running various applications
for which traffic characteristics vary widely and with variable
timescales such that the cumulative effect is a highly variable
and unpredictable traffic flow into the network.

To conclude this discussion, we note that traffic engincering
is based on mathematical models involving probabilities and
statistics. As noted earlier, modeling voice traffic makes use of
the simple inputs of average duration of call, bits-per-second
used by the voice encoding scheme and number of call origina-
tions per hour. This has enabled scientists and engineers over
the years to develop reliable mathematical models that cor-
relate well with real-world experience. However, for Internet
traffic, the number of variables, the magnitude of variation
of these variables and the statistical nature of the variables
have made it difficult for the scientific community to develop
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a well-accepted mathematical model that can predict network
traffic based on end-user demand. In fact, the underlying he-
havior of the traffic is still the subject of research and debate.

Consequently, it is very difficult to statistically character-
ize the traffic per subscriber or the aggregated traffic at each
node in the network. And without such a characterization, we
cannot dimension the network, ex ante, with the level of preci-
sion necessary to ensure subscribers will always experience the
advertised data rates,

Generally speaking, Internet traffic engineers do not drive
the expansion of network capacity from end-user demand
models. Rather, they measure traffic on network nodes and set
thresholds to increase capacity and preempt exhaust for each
critical network element. Adtran remarks in its filing: “While
sustainable speed can be measured in existing networks, it is
nearly impossible to predict in the planning stages due to its
sensitivity to traffic demand parameters.”'

Still, we need to engineer our network model to deliver aro-
bust broadband experience, capable of delivering burst rates of
4 Mbps in the download and 1 Mbps in the upload even without
being ahle to measure traffic on actual network elements. The
approach to do this is to provide sufficient capacity to provide
a high probability of a robust user experience (as discussed in
the next section). For this, we need a metric that characterizes
traffic demand. One such metric that measures traffic demand
is the Busy Hour Offered Load (BHOL) per subscriber.'™

Capacity per user; busy hour offered ioad (BHOL)

The data received,/ transmitted by a subscriber during an hour
vepresent the network capacity demanded by the subscriber
during that hour. This can be expressed as a data rate when

the volume of data received/transmitted is divided by the time
duration. BHOL per subscriber is the network capacity demand
or offered load, averaged across all subscribers on the network,
during the peak utilization hours of the network.

In general, the total BIIOL at each aggregation point or node of
the network must be smaller than the capacity of that node in order
to prevent network congestion. Alternately, the number of sub-
scribers per aggregation node of the network must be smaller than
the ratio of the capacity of the node to the average BHOL. Thisis
the general principle we use to dimension the maximum number of
subscribers at each aggregation point of the network model.

The BHOL-per-subscriber depends on a subscriber’s Internet
usage pattern and, as such, is a complicated overlay of the mix of
Internet applications in use, the bandwidth intensity of each ap-
plication and the duration of usage. But, for practical engineering
purposes, the average BITOL-per-subscriber can be derived from
monthly subscriber usage. Typically, 12.5% lo 15% of daily us-
age happens during the busy hour.'s* We recognize that very high
monthly usage on the same connection speeds usually results from
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increased hours spent online, outside of the busy hours, rather than
an increased intensity of usage during the busy hours. As such, very
heavy usage may not quite lead to the same proportionate increase
in BHOL. However, fur the purposes of our network dimensioning,
we shall make the simplifying (and conservative) assumption that
the eftect is proportionate.

Current usage levels and corresponding BHOLs for different
speed tiers are shown in Exhibit 4-3Q), Observe that the mean usage
is more than five times that of the usage by the median or typical
user. In fact, a small percentage of users generate an overwhelming
fraction of the network traffic as shown in Exhibit 4-BR. This phe-
nemenon is well known and is discussed in more detail in Omnibus
Broadband Initiative, Broadband Performance. For example, the
heaviest 10% ofthe users generate 65% of the network traffic. So, if
we were to exclude the capacity demand of these heaviest users, the
BHOL of the remaining users would be far lower. For example, by
excluding the heaviest 10% of the users, the BHOL by the remain-
ing 90% is only 36-43 kbps. In Exhibit 4-BS, we show the impact on
the BHOL by excluding different fractions of the heaviest users. For
comparison, we also show the BHOL for the median or typical user.

Suppose we want to dimension a network that will continue
to deliver 4 Mbps to all users even after the next several years of
BHOL growth. Inorder to estimate the future BHOL, we first
note that average monthly usage is doubling roughly every three
years as discussed in Omnibus Broadband Initiative, Broadband
Performance.’ Next, given the significant difference between
mean usage and the typical or median user’s usage, it is likely that
the service provider will seek to limit the BHOL on the network
usingreasonable network management technigues to mitigate
the impact of the heaviest users on the network. For example, an
Internet service provider might limit the bandwidtb available to an
individual consumer who is using a substantially disproportionate
share of bandwidth and causing network congestion. Exhihit 4-BS
shows the BHOL for possible scenarios, ranging from dimensioning
for the typical user to mean usage. For our network dimensioning
purposes, we shall use a BHOL of 160 khps to represent usage in
the future. Thus, this network will not only support the traffic of the
typical user, but it will also support the traffic of the overwhe)ming
majority of all user types, including the effect of demand growth
over time. Itis also worth noting that the additional cost of adding
capacity on shared links, as described throughout this paper, is low.

Capacity considerations in a backhaul network
Operators of IP broadband networks must provide a consis-
tent, reliable broadband experience to consumers in the most
cost-effective way that meets the consumer broadband require-
ments set forth in the Broadband Plan: 4 Mbps downstream
and 1 Mbps upstream of actual speed.

An important consideration for an economical deploy-
inent of affordahle hroadband networks is proper sizing and
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dimensioning of the middle- and second-mile links. A funda- and/or users by dynamically interleaving packets from active
mental element in the design of all modern packet-switched users and applications thus leading to a better shared utiliza-
networks is “sharing” or “multiplexing” of tralfic in some tion of the networlk. This is commonly known as slalislical
portions of the network to spread costs over as many users as multiplexing.

possible. In other words, network operators can take advan- This ability to dynamically multiplex data packets from mul-

tage of the network capacity unutilized by inactive applications  tiple sources contributes to packet-switched networks being more

Exhibit +-BQ:
Monthly Usage
and BHOLs by
Speed Tier

Exhibit 4+-BR:
Usage by Tier and
BHOL

112 FLEDERAL COMMI1

Median monthly usage in GB
by speed tier in Mbps, TH 2009

14 15 1.6
08 12

Mean monthly usage in GB
by speed tier In Mbps, TH 2009

High
Median BHOL in Kbps M Low
by speed tierin Mbps, 1H 2009
9 23 26

we mn En B B BB

0-05 051 1.5 15-2 2-3 35 5-10

Mean BHOL in Kbps

0-05 0.51 1-1.5 15-2 2-3

n by speed tier in Mbps, TH 2009 127
10
69
54
3-5 5-10 0-05 054

Usage by the heaviest users

Percent, TH2009

% of users % of overail
network usage

BHOL by usage type for the 3-5 Mbps speed tier in TH2009

Percent
m
i High
M Low
28
: 2

% n
23

Mean 99% users  97%users  90% users 80%users Median
User User

NICATIONS COMMLIssTON

WWW. RROADBAND. GOV



efficient and economical than circuit-switched networks. Shared
network resources are the principle of network “convergence” in
practice. Voice, video and data applications like Web browsing and
other applications noted above are now all packetized and trans-
mitted vusing the same network transmission facilities.
Of course there is a downside to shared networks, which

are typically oversubscribed in order to exploit the benefits of
statistical multiplexing. Oversubscription refers to the fact that
tbe maximum aggregate demand for capacity at a shared link or
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node in the network can exceed the link or nade capacity. Thus,
there is a risk, however small, that the total traffic presented

at a given time might exceed transport resources in a way that
will, in turn, result in congestion, delay and packet Inss.

Even though it is challenging, ¢ priord, to accurately char-
acterize the user experience on a network because of the
complexity of characterizing the traffic per subscriber, we used
some available analytical tools to validate the network dimen-
sioning assumptions in our model. Specifically, in Exhibit 4-BT,

Fxtiibat 4-RS:
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we show the likelihood of being able to burst at rates greater
than 4 Mbps on a shared wired or satellite link at different
oversnbseription ratios. For convenience, we shall refer to this
likelihood as simply “burst likelihood.”

In Exhibit 4-BT, the case with 100 subscribers is meant to repre-
sent a typical HFC node with -100 subscribers; the 500 and 2,500
subscriber curves, on the other hand, represent a DSLAM with
-500" and a satellite beam with -2,500 subscribers, respectively.

We use this chart to validate the network dimensioning
assumptions in our model. For example, the chart shows that
for a burst likelihood of 90%, the maximum oversubscrption
ratio on a link with 100 subscribers is approximately 17. Recall
that oversubscription ratio of a link of capacity C Mbps with N
subscribers who have an actual data rate of R Mbps is:

Oversubscription  (Number of subscribers) x (Actual Speed) N xR
ratio - (Link Capacity)} T

That implies that the link capacity must be greater than
approximately 23.5 Mbps. Since the capacity of a DOCS18
2.0 HFC node is about 36 Mhps, we conclude that a single
DOCSIS 2.0 node, which serves about 100 subscribers can
deliver our target broadband speeds with high likelihood. We
can use the same approach to validate the dimensioning of
shared links and aggregation points in other networks like
DSL, Satellite and FTTP.¢¢

We recognize that the results shown in the chart are based
on certain traffic demand assumptions,*’ and that these
assumptions may not hold in practice. Still, given our con-
servative choice of parameters in our network models, these
results indicate that the network will support the required
broadband speeds with very high probability. 1n reality, net-
work operators may monitor traffic levels at different links
within their networks and engineer their respective oversub-
scription ratios to ensure that capacity in the shared portions
of the network is available to support offered service levels; in
this case, 4 Mbps download and 1 Mbps upload in the busiest
hours of the network.

One very interesting implication of the traffic simmlation
represented in Exhibit 4-BT is that higher oversubscription
rates for the larger number of subscribers mean that capacity
can grow more slowly than the number of subscribers. This is
due to improved statistical mullipiexing with increased number
of users. For example, adding five times more subscribers, mov-
ing from 100 to 500 or from 500 to 2,500 subscribers, requires
adding only roughly four times as much capacity to provide the
same probability of end-user service. Thus, adding capacity
linearly with the number of subscribers, as we assume in our
analysis, is a conservative approach that does not account for
the full benefits of statistical multiplexing.
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MIDDLE-MILE ANALYSIS

Middle-mile facilities are shared assets for all types of last-
inile access. As such, the cost analysis is very similar regardless
of last-mile infrastructure. The local aggregation point can
vary based on technology (e.g., a cable headend, LEC central
office or a wireless mobile switching center (MSC)) while the
Internet gateway is a common asset. Middle-mile facilities are
widely deployed but can be expensive in rural areas because of
the difficulties of achieving local scale, thereby increasing the
investment gap. On a per-unit basis, middle-mile costs are high
in rural areas due to long distances and low aggregate demand
when compared to middle-mile cost economics in urban areas.

While there may be a significant affordability problem with
regard to iniddle-mile access, it is not clear that there is a mid-
dle-mile fiber deployment gap. The majority of telecom central
offices (approximately 95%)'2 ' and nearly all cable nodes (by
definition, in a true HFC network) are fed by fiber.

Please note: terms like “backhaul,” “transport,” “special
access” and "middle-mile” are sometimes used interchange-
ably, but each is distinct. To avoid confusion, “middle-mile
transport” refers generally to the transport and transmission of
data communications from the central office, cable headend or
wireless switching station to an Internet point of presence or
Internet gateway as shown in Exhibit 4-BU.

Middle-Mile Costs

The middle-mile cost analysis concludes that the initial capex
contribution to serve the unserved is 4.9% of the total ini-

tial capex for the base case. That is, the modeled cost for the
incumbent or lowest cost provider to build these facilities
incrementally is estimated at approximately $747 million.

In order to accurately model the costs of middle-mile
transport, particularly in rural, unserved arcas, we examined
all available data about the presence of reasonably priced and
efficiently provided, middle-mile transport services. However,
we recognize that broadband operators who rely on leased
Tacilities for middle-mile transport inay pay more for middle-
mile than broadband providers who self-provision. This is
discussed further within the subsection titled Sensitivity:
Lease vs. Build. Thus, in a hypothetical case in which leasing
facilities turns out to be four times the modeled incumbent
build cost, the resulting middle-mile contribution could be
estimated as high as 9.8% of the total initial capex for the base
case, or approximately $1.6 billion. The following discusses
the analysis done to ensure our model accurately captures the
appropriate costs.

Broadband networks require high-capacity backhaul, a
need that will only grow as end-user speed and effective load
grow. Given the total amount of data to be transmitted, optical
fiber backhaul is the reguired middle-mile technology in most
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instances. Once the transport requirement reaches 155 Mbps
and above, the only effective transport mode is at optical wave-
lengths on a fiber optic-based transmission backhone. Plus,
while the initial capital requirements of fiber optic systems are
substantial, the resulting infrastructure provides long-term
economies relative to other options and is easily scalable.'®
Microwave and other terrestrial wireless technologies are well
suited in only some situations such as relatively short middle-
mile runs of 5-25 miles. However, microwave backhaul may be
a critical transport component in the second mile, primarily for
wireless backhaul as discussed in detail in the wireless section.

Approach to Modeling Middle-Mile
The costs associated with providing iniddle-mile services are
heavily dependent on the physical distances between network
locations. Therefore, the approach to modeling middle-mile
costs revolves around calculating realistic distance-depen-
dent costs.

Our focus is on ILEC central offices given the availability
of information on their locations, Starting with the location
of ILEC central offices and the network homing topology, we
estimated the distances and costs associated with providing
middle-mile service. Since the cost estimate is distance-depen-
dent, calculating the cost requires making an assumption about
the routing used to connect LEC offices as will be discussed
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below. This same approach—mapping known fiber locations
and their logical hierarchy to calculate the distances and
casts for providing middle-mite service—could apply equally
well to cable headends, or CAP, or IXC POPs given thorough
information on their locations. Illowever, publically available
information on exact locations of cable headends, private 1XC
fiber POPs and other entity fiber node locations is limited;
thus, the focus exclusively on ILEC fiber suggests that this
analysis will significantly underestimate the presence of fiber
around the country.

The following sections describe the process of collecting and
processing data, along with the cost inputs and assumptions
used in the model. The gap calculation assumes internal trans-
fer pricing: i.e., the incremental cost the owner of a fiber facility
would assign to the use of the fiber in order to fully cover hoth
the cash cost and opportunity cost of capital. Importantly, as
discussed below, this cost may be substantially lower than the
price a competitor or other ncw entrant, like a wireless pro-
vider, may be eharged for the same facility.

Middie-Mile Data Collection

» Identify all ILEC Central Offices (CO) and obtain each
Vertical and Horizontal coordinates (analogous to lati-
tude and longitude)

Exhibir +-BL
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» Identify all Regional Tandems (RT) within their respec-
tive LATA locations and determine which Central Office
subtends which RT

After the middle-mile anchor node locations and hierarchi-
cal relationships between the nodes are captured, the distances
between these nodes must be calculated so that the distance-
dependent cost elements can be applied appropriately.

Middle-Mile Processing Steps

» Each subtending CQ is assigned to its nearest RT to cre-
ate the initial relation of COs to RTs.

» Qs are then routed to other COs that subtend the same
RT using shortest distance routing back to their respective
RTs (i.e., we calculate a shortest-distance route to connect
the COs to their respective RTs). To achieve this route,
the process starts at the CO coordinate farthest from the
appropriate RT and selects the shortest CO-to-tandem
distance based on airline mileage. The CO starting point
is prohibited from routing back to itself and must route
toward the tandem. This approach minimizes the amount
of fiber needed.

» The RTs within a given LATA are routed together in a ring,

» The shortest ring is chosen by comparing the distances
between RTs and selecting the shortest ring distance
within each LATA; this distance is then used for the
middle-mile feeder calculations.

» ltis assumed that the Internet gateway peering point is
located on the RT ring. In this manner, all COs that are
connected to the RT ring have access to the Internet.

» Internet gateway sites are assumed to be located inre-
gional carrier collocation Facilities (known commonly
as “carrier hotels™). We estimate there are some 200 of
these located regionally throughout the United States.

» The middle-mile ealculation is run state-by-state and
stored in one central distribution and feeder table.

Tree vs. Ring architecture

» The design depicted in Exhibit 4-BV represents a huh-
and-spoke hierarchy interconnected via closed rings.
The model contemplates that a typical ILEC would likely
interconnect end office, tandems and regional tandems in
redundant-path “ring architecture.”
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» By assumption, the fiber link and distance calculations be-
tween COs and RTs are increased by a factor of 1.8 to account
for the redundant, gecgraphically diverse, fiber spans that
would be required in ring architecture as opposed to a hub-
and-spoke architecture. Note that this assumption could
be fairly conservative (i.e., assuming higher than necessary
costs) given degree of interconnection among the COs.

Cost Allocations on Facility

These middle-mile facilities by nature and design are engineered
as shared infrastructure facilities that aggregate end-user traffic
and transport traffic to regional Internet gateways. The cost of

a particular middle-mile facility cannot be allocated solely to

the consumer broadband users of that facility. Since that facility
is shared with other provider services such as residential and
enterprise voice, wholesale carrier services, enterprise data
scrvices and other management services utilized by the provider,
the cost needs to be allocated appropriately.

» The model assumes that the total cost of the facility is
allocated thus: 1/3 for service provider voice service, 1/3
wholesale and enterprise carrier services and 1/3 con-
sumer broadband services. This is an estimation of the
allocation of traffic within a typical ILEC transport envi-
ronment, but the allocation of cost to any single product or
customer group is speculative at this point.

» The model only calculates the consumer broadband
services portion of the facility and assumes that BITOL
doubles roughly every three years.

Nationwide Middle-Mile Fiber Estimation

Data sources about fiber routes or even the presence of fiberin a
given LEC office are extremcly limited. Consequently, we created
our best approximation of fiber facilities available for middle-mile
service; detail on that process is provided below. The overwhelning
majority of telecom central offices (approximately 95% )5 1% and
nearly all cable nodes (hy HFC definition) are fed by fiber.

The map shown in Exhibit 4-BW is an illustration of the paths
of fiber used in our calculation to connect ILEC offices (and only
ILEC offices). While it is based on as much real and calculated
data as are available, we had to make a number of assumptions
about the specific routes. Therefore, while we believe this map
represents an accurate, if conservative, estimate of middle-mile
fiber, it is not appropriate for network-planning purposes.

The diagram in Exhibit 4-BW is an estimation based on:

» Known locations of ILEC CO

» Topology based on a Gabriel Network' topology was
considered but likely overestimated the number of
links of fiber distribution. Thus, a Relative Network
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Neighborhood"® distribution was chosen given the set of
points representing the CO locations,

» Approximately 20% 1LEC Fiber CO deploviment, which
is significantly lower (i.e., more conservative) than most
estimates. Exhibit 4-BX, which shows the distribution of
fiber-fed CO based on known services available per CO.

Exhibit 4-BW contemplates ILEC fiber only. Estimating the
presence of middle-mile fiber based only on the fiber that con-
nects LEC central offices, while excluding the fiber networks
of cable companies, CAPs, CLECs and other facilities-based
providers, systematically underestimates the presence of fiher.
If one imagines overlaying the fiber optic facilities that have
been deployed by other entities—such as Tier One 1XCs/18Ds
(ATT, Sprint, GX, Verizon Business, Level 3, XO, TWTC, etc.);
Nationwide and regional Cable Operators (Comcast, Cox, Time
Warner, Charter etc): Competitive Fiber Providers (Abovenet,
Zayo, Deltacom, 360 Networks, Fiberlight, Alpheus etc.); pri-
vate fiber deployinents (hospitals and institutional); municipal
fiber; and utility fiber—it becomes clear that the United States
is generally well connected coast-to-coast.

In the limited instances where LEC fiber is not available,
Windstream' has found that the exchanges typically have the
following reasons for lack of deployment:

» The exchange is an island exchange (i.e., isolated from
other exchanges in the LECs footprint) or part of a small,
isolated grouping of exchanges;

» Fewer than 1,000 access lines fall within the exchange; and

» The closest point of traffic aggregation is more than 50
miles away from the CQ.

The comhination of a small customer base and long trans-
port distances can make it impossible to build an economic
case for fiber deployment.

IHowever, recognizing that fiber-based middle-mile services
are physically deploycd does not necessarily mean that they are
always economically viable in every rural area. The challenge
is that access to such fiber may not be available at prices that
result in affordable broadband for businesses, residents and
anchor institutions, as discussed in the following section.

Costs Drivers for Middle-Mile Transport

Transporting data 50 miles or more from a local CO or other
access point to the nearest Internet point of presence is a
costly endeavor.

The costs of these facilities are proportional to their lengths.
1n urban or suburban areas, the cost of new fiber network
construction varies widely, roughly from $4 to $35 per foot
where the largest cost component is installation. The cost range
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depends on whether the fiber is suspended from utility poles or
buried, the number of fiber strands in the cable, right-of-way
cosls, lerrain, soil density and many other factors.”™ In the mod-
el, we assume that in rural settings, even for inter-CQ transport
facilities, 75% would be aerial construction. Of the 25% buried

construction, the model calculates fiber burial costs that take
into account local terrain, including soil composition.
Providing fiber-based service to low-density areas carries
with it higher per-user costs. These costs are driven by larger
distances which, even when offset by lower per-foot costs, lead

Exhibit 4-BW:
Calculated Telco Fiber Routes
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to higher total cost per link. In addition, there are simply fewer
users per link, Given that middie-mile links have very high
fixed costs yet low costs associated with adding capacity, larger
connections are more cost-effective per bit than smaller Jinks,
This is reflected in the prices shown in Exhibit 4-BY.

ORI TECHNICAL PAPER NO

The low density and demand in rural areas, coupled with the
volume-dependent middle-mile cost structure, mean that rural
broadband operators do not benefit from the same eeonomies
of scale common among providers in denser arcas. The dis-
tances at issue in unserved areas are much longer than typical

Exhibit 4-BX:
Classification of Central Offices for Creating Fiber Map
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special access connections. Moreover, low population density
prevents the aggregation of demand that would allow rural car-
riers Lo use lower-cost, high-capacity links."”'

Pricing data are difficult to obtain. Tariffs are widely avail-
able but “street prices,” including all contract savings and
contract-term penalties, are not as readily available. Different
discount structures, terms and agreements can cause great
variability in middle-mile rates. As part of its COMMENTS
ON NBP NOTICE #11, the NTCA provided Lixhibit 4-BY that
shows that while prices 6f middle-mile connections are indeed
dependent on volume, they also vary widely across providers
and gengraphies.”® T'he highest and lowest prices vary by more
than an order of magnitude for services below about 100 Mbps.

Exhibit 4-BY illustrates that on a per-unit basis, higher capacity
middle-mile facilities are more cconomical than low-capacity facilitics.
Aceording to NTCA and NECA filings, the average middle-mile cost
contribution per subscriber per month is approximately $2.00 instudy
areas using middle-mile Ethernet connections of higher than 1,000
Mbps."”* This can be compared to areas using middle-mile Ethernet
connections of less than 10 Mbps, that resulted in monthly middle-mile
casts per user of approximately $5.00 or more.” Again, these data are
consistent with the premise that larger pipes carry lower ¢osts per bit,
suggesting the benefit for communities in smaller and less-dense areas
to aggregate demand for homes and businesses as nmich as possible and
that long-terin commitments to utilize these facilities be in place.

Sensitivity: Lease vs. Bulld
The base case assumes that operators in unserved areas have
access to middle-mile transport at economic pricing—cost plus a

rate of return. To the extent that middle-mile transport prices ex-
ceed this cost-plus pricing model, midd)e-mile costs can be higher
for carriers leasing capacity. The broadband team models the cost
to incrementally build middle-mile fiber facilities from scratch

to a) understand the overall middle-mile cost contribution for

the unserved and b) to establish a baseline middle-mile cost with
which to compare to leased middle-mile costs.

The analysis in Exhibit 4-BZ compares middle-mile facility
connections of different distances, connection sizes and methods
to highlight the lease vs. build decision, Leasing facilities from an
incumbent carrier, when properly sized for capacity demand, car-
ries higher costs than the modeled cost for the incumbent provider
to build these facilities incrementally. Thus broadband operators
who rely on leased facilitics for middle-mile may pay more for
middle-mile costs than incumbent broadband providers.

To arrive at these estimates, we examine randomly chosen
regional routes as shown in Exhibit 4-BZ. Separate “city-pair”
routes were selected specifically in rural areas that are homed
back toregional carrier collocation facilities (CCF) or “carrier
hotels.” These particular towns and CCF pairs were selected
based upun known locations of CCFs to avoid Tier One MSA
access points to best represent rural middle-mile connec-
tions. For each route, we calculate the applied tariff rate for
the appropriate connection, applying a 30% discount rate for
cach connection. We recognize, however, that disgount levels
can range from 10-70% from “rack rates” and that a particular
provider in an area may pay more or less than modeled.

NECA Tariff #5 was used as these tariffs are published,
and we believe NECA carriers are likely to provide these rural

Exfibit 4- BY:
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middle-mile connections. The towns were selected such that they
are likely to be in the high-cost study group in accordance with
NECA rate band blends.” Ln its commenls, NECA suggests that
on average, 1 Mbps is required in the shared portions of the net-
work for every 14.5 users for a typical consumer best-effort DSLL
service.”® We use this ratio in the analysis and size middle-mile ca-
pacity to provide 1 Mbps for every 14.5 users. For example, in the
LExhibit 4-BZ for Flasher, ND, the middle-mile capacity required
to support 351 11Us is 24 Mbps. In order to provide middle-mile
support in Flasher NI, the lowest-cost facility likely available
for lease large enough to carry the required 24 Mbps is a DS-3,
which has a capacity of 45 Mbps. This need to “overbuy” capac-
ity is repeated as demand requires the lease of larger facility tiers
from DS3 to OC3 to OC12, cte. This illustrates the importance of
demand aggregation and capacity utilization in the middle mile,
We also estimate the incremental cost that the owner of
existing fiher facilities would assign to the use of these tacilities
in order to fully cover both the cash cost and opportlunity cost of
capital along these routes. The cost of the build includes the fiber
deployment costs (labor, plowing, trenching, pole attachments,
ROW, etc.) and the fiber optic electronics (DWDM transport
nodes, regenerators, aggregation electronies, ete.). The capacity
of the middie-mile network was modeled as 40 Gbps between
interoffice nodes. While we helieve that the modeled electronics
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are very high capacity and represent future scalability, it should
be understood that included in this cost model is the fiber
itself, which is virtually unlimited in capacity as electronics are
upgraded. While we make assumptions about the allocation of
cost to the modeled services as discussed in the previous section
entitled “Approach 10 Middle-Mile Model,” we also estimale the
full cost of providing service alony these routes as a price ceiling.
The results of the analysis are sumimarized in Exhibit 4-BZ.

Exhibit 4-BZ suggests that on a per-unit basis, it is cheaper to
build than to lease. However, that does not necessarily imply that
for a given (small) user base and limited capacity demand that the
lowest cost option is to build. Cost-per-unit for fiber builds is high-
ly sensitive to scale and utilization. Consequently, it is possible that
cost-per-unit for a build is actually higher than lease when demand
and utilization are subscale. There is still a question regarding the
extent to which leased facility pricing in rural areas is retlective of
high deployment costs—long distances driving high-cost deploy-
ments that can be amortized over only a small base of end users—or
of rent-seeking by facilities owners. The Federal Communications
Commission is currently undertaking a proceeding to address
special access pricing generally, not only with regard to interoffice
transport in rural areas."”” That proceeding will delve in greater
depth into the question of costs and pricing.

In order to conneet some rural areas, providers must deploy

tchibit 4-B7: #of | Airtine Circuit Build cost | Lease cost Lease

Middle-Mile Build vs. From City To City unserved miles size per HU | perHUper | "0

Lease Comparison HU between per month month
Nenana, Alaska Juneau, Alaska 315 648.96 bs3 $26.99 $302.44 1020%
Bagdad, Ariz. Phoenix, Ariz. 206 100,32 Ds3 $36.49 $93.34 156%
trwinton, Ga. Macon, Ga. 934 26,95 0C3 $3.46 $10.10 192%
Libby, Mont. Missoula, Mont. 2,372 12795 0Ci12 $10.89 $12.93 19%
Fort Sumner, N.M. Ruidoso, N.M. 701 1i3.87 0cC3 $28.22 $31.86 3%
Flasher, N.D. Bismark, N.D. 35 3266 Ds3 $16.73 $28.06 68%
tindsay, Okla. New Castle, Qkla. 834 29.46 oC3 $4.87 .76 141%%
Glide, Ore. Eugene, Ore. 759 51.76 0C3 $119 $17.28 54%
Denver City, Texas Brownfield, Texas 455 35.24 D53 $17.98 $22.44 25%
Eureka, Utah Provo, Utah 578 31.02 D53 $3.61 $16.65 361%
Rock River, Wyo, Cheyenne, Wyo. 30 73.32 Ds3 $155.63 $516.23 232%
Sheffield, Ala. Huntsyille, Ala. 3,570 58.88 oCiz $1.93 $5.00 159%
Hope, Ark. Fouke, Ark. 3,465 32,65 o2 $2.40 $3.75 56%
Buena Vista, Colo. Colorado Springs, Colo. 2,592 7096 (o]ug¥2 $5.29 $2.75 47%
Ketchum, Idaho Boise, Idaho 1,532 92.00 0C3 $2.92 $12.46 326%
Monticello, Miss, Hattiesburg, Miss, 2,746 50,59 0C12 $2.05 $5.94 184%
Winchester, Tenn. Chattanooga, Tenn, 5,145 46,77 0C12 f1.46 $3.03 107%
Pomeroy, Wash, Walla Walla, Wash, 893 4515 0c3 $5.90 $13.59 36%
Fayetteville, W, va, Beckiey, W, Va, 2780 24.30 QCiz 3$0.86 %411 381%
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middle-mile facilities over considerable distances at significant
cost. These challenges are further compounded by the fact that
these areas often do not have the populalion density necessary lo
generate the type of demand that justifies the large investment
needed to construct these facilities.'” The list below summarizes
the basic conclusions based upon the middle-mile analysis:

» The distances at issue in unserved areas are much longer
than typical special access connections and the low hous-
ing-unit or population density results in demand that is
insufticient for lower cost high-capacity links."”*

» As Internet demand increases, the total middle-mile cost
for all providers will rise.

» Rural broadband operators do not benefit [rom the econ-
omies of scale on middle-mile facility cost in comparison
to urhan providers.
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CHAPTER 4 ENDNOTES

See Scction 5, Wireless Technology, for adiscussion of
wircless second mile backbaul
While we realize that a typical Fully configured DSLAM
weuld likely support no more than -350 subscribers,
we used 550 1o show maximum subseribers that can
be achieved at a DSLAM aggregation point (RT or CO)
using Fast Ethern et backhaul.
Note that the number of snultaneous video stecams
is driven by capacity of the cell site, not the caverage
which is limited by upsiream signal strength as discussed
below
Simultaneous streams assume non-real-tune streams/
videos with sufficicnt buffers at the receiver. Capacity
with real-tine irafMic requircments, such as is required
witlh video-conferencuig applications, wall he lower The
480Kbps and 700Kbps video streams here are typical
Hulu video streams. See 1Tulu typical video streaming
requirciaents, http://www.huln.com/support/techni-
cul_fag, Februury 2010. The 1Mhps video stream cor-
responds o a high-det Skype video conference
UBS Invesiment Research, “US Wircless 411, August
14,2000
A paired 2Zx200 Hz ol spectruin refers to a spectrum al-
location where dowolink and nplink transmissions oceur
on two scparate 20MHz bands.
Enhanced lechnologies, such as multiple antenna
technologics (aka MTMO), can also help. See Wircless
Technology section brelow for inore detail.
In the hands below 3.7GHz, 547M 11z is eurrently
licensed as flexible use spectrum that can be used for
mobtle broadband. The NBP recommends an additional
J0UM Hz be made available within the next five years,
Yaukee Group, “North America Mohile Carrier Mohi-
tor,” December, 2009,
Thearctical prak ratle imside a cell, docs not take imto
accounl many real world deploymrent issucs or cell-edge
average rate,
“Fhe CIYMA (amily of standurds bas its own 4G evolulion
called UM However, UMB i no longer m development
and most worldwide CTYMA operatnrs have already an-
nounced plans Lo adopt either WiMAX or LTE for when
they upgrade 10 4G In the United States, for example,
Vertan has chosen LTE while Sprint s planning to
deploy WiMAX.
Incluces total cost ol nebwork plus suceess hased capiral
for subscribers.
Based on American Roamer mobile coverage data,
August 2009,
[n 2G systems, by contrast, the signals were transnntted
over 200k Lz and 1L.25MHz2.
For a more detailed exposition on these multiple access
techniques, see. for example, “Fundamentals of Wireless
Communicatioo,” David Tse and Pramod Viswanath, as
well as references therein.
Letter from Dean R Brenner, Vice Pres, Goy'l Aff,
Qualvomin Ine., to Marlene H. Dorteh, Secretwry. FCC,
GN Docket No. 09-51 (Dec. 9, 2009} Attach. Aat 2. Fig-
ure shows downlink capacities calculated for 2x10M1z
spectrum availability. Estinates of spectral efficieney
calculated for cach technology with the following
antenna configuration: WCDMA, 1x1 and Lx2; [ISPDA,

FEDERAL COMMUNICATION: COMMISEION |
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Rel.5, 1x): HSPA Rel. 6, 1x2; HSI'A, RBel. 7, 1x] and 1x2;
LTE, 1xl and 1x2,

See, for examiple, “Fundamentals of Wireless Commu-
nications,” David Tsc and Pramod Viswanath, for details
on Shunnon theory as well as inulti-user scheduling,
COur estimate of the limit is based on a simplified evalu-

ation of the “singhe-user” Shannon capacity of a cell

sitc using the signal guality distribulion for a cell site
pravided in Aleatel Lucent's Ex Parte Presentation, GN
Docket 09-51, February 23, 2010, and then adjusting for
multi-user scheduling gains. Our analysis also assumes
43% loss in capacity due to overhead; see, for example,
“LTE for UMTS - OFDMA and SC-FDMA Based Radio
Access,” Harri HMolma and Antti Toskala (Eds). See. for
cxample, *Fundamentels of Wircless Commmications.”
See, for example, Section 7.7 iv “ The Mobile Broadband
Evolution: 3G Helease 8 and Beyond. HSPA+ SAE/LTE
and L.TE-Advanced,” 3G Americas.

See, for cxample, Section 7.7 in “The Mobile Broadband
Ewvolution. 3G Releasc 8 and Beyond, HSPA+, SAN/LTE
el LTE-Advanced,” 3G Atnericas.

See. for example, “LTE for CMTS - OFDMA and SC-
F13MA Hased Rudio Access” Harrn Holmaand Antti
"Foskala (Eds),

See. for exnmple, “I'he performance of TCP/ 1P for net-
works with high bandwidth-detay producls and random
loss,” T V. Lakshman and U Madhow, IFEE/ACM
Transactions on Networking, June 1997,

CDMA operators can choose cither LTE or WibdAX for
their 4G evolution. LTE currently supports handofls
from CDMA systems.

Spectral efficiencics calewlated for a (paired} 2x10MHz
spectrum allocation for all technologies. Downlink
spectral efficiency for WCDMA performance based on
1x] and 1x2 antenna configurations; FISIHPA Rel 5 and
HSPA Iel 6 rezults hased on 1xl and 1x2 configurations,
respectively; IISPA Rel 7 perforinance assumcs 1x2

and 2x2 configurations while LTE result assumes 2x2.
Lplink speetral cfficiencies for WCDMA, HSI'A and
LTE capucities evaluated for 1x2 antenny eonfigurations.
Performance of (3G) EV-D0), which is not shirwn in the
chart, is comparablc to (3G) 1ISPA.

CTT1 BROADBAND REI'ORT AT 25-28,
CTITBROADBAND REPORT AT 8.

“HSPA to UFE-Advanced: 3GPP Broadband Evelution
to IMT-Advanced (4G),” Rysavy Research/AG Americas,
September 2009,

Round-trip latencies do not include public Internet
latencies Mlustratve latencies For 2G/3G /4G networks;
latencies for two networks using the smine technology
can vary depending on network configuration, infra-
structure vendor oprimizations, efc

CITI BROADBAND REPORT AT 8.

See, for example, Figure 9.12 in “LTE for UMTS - OFD-
MA and 5C-FDMA Based Radio Access,” Harrt ITelma
and Antti Tuskala (Eds); and “LS on LTE performance
verificulion work™ at huip. //www.3gpp.org, FTP/Asp_ran/
WOGILLRLY/TSGRI_49/Docs/ R1-072580.2ip

In terms of eell radius, this gain translates tonearly a
three-fold improvement in coverage,

See also Clearwire Ex-Parte fling, “Mobile breadband
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link budget example - for FCU”, GN Daocket No. 09-51
(Nov. 13, 2009) and link budget Leinplates in htip:#/
www.2gpp.org/ftp/tsg_tan/ TSG_NAN TSGR_45/
Docoments/RIP-0%0740.zip. Both documents perform
downlink and uplink link budget analyses for a number
of data rates and show that the limiting Iimk budget in
cachscenario is the uplink.

Okumura-1lata is a RF propagation model. See, for
example, "Introdiction to RF propagation.” by John
Seyhold.

Using the Okumura-FHata madel, we obtain the maxi-
mum cekl-size at 700MI12 to be 12 miles nr higher

‘We chuse to classify C5 instead of counties or Census
Black Groups €C13CG) hecause counlies can be very

large and CBGs too small—especially when compared
with a typical cell size. Studying the varialion over too
large an area can lead to picking up terrun effects that
arc well outside of the cell-coverage area, On the other
hand, looking at variations over an area that is too small
compared with the desired cell size can leud us to over-
looking significant terrain varialions thal are wilthin the
cell coverage area

Based on data provided in Qualeomm Ex-Parte {iling,
“Muobile broadband Coverage by Technology,” GN
Docket No. 09-51 (Feh. 22, 2010); Clearwire Ex-Parte lil-
ing, “Mobile broadband link budgel example - for FCC
GN Docket No. 09-51 (Nov. 13, 20097, “LTE tor UMTS

- OFDMA and 5C-FDMA Based Radio Access.” Harri
Holma and Antti Toskala (EdsY; and link budgel tem-
plates in http://www.3gpp.org/Rp/tsp_ran,/ I'SG_RAN/
TSGR_45/Documents/RP-090740.zip.

Maxiinuin tratisiit power: fixed CPEs ean have higher
transmit powers and higher antenna gains through the
use of directional antennas and can avoid tody losscs,
Reeciver noise figure assumes the use of low-neise
amplifiers. Effective noize power is calculated as: Total
noise density + 10dogl0) (Oceupied bandwidth), where
total noisc denstity = thermal noise density +recciver
noise figure = -172dBm/1z. Required SIN R assumes Lhe
use of two receive anlennas at the base station. Penetra-
tion losses can he reduced by fixed CPEs hy placing the
antennas in ideal locations within the house or vulside.
MAPL without shadow fading margin is appropriate
when using RF planning Lools because these tonls enable
shadowing and diffraction lesses due Lo terrain. Shudow
fading margin is required for YO% coverage reliability.
MAPL wilh shadow fading margin is appropriate when
using propaganion luss models, such as the Okumam-
Hata model,

NF planning tools by EDX Wircless, see biip://www.edx.
coin/index.htmf

Propagation loss analysis using RF planning tools takes
into aceount shadowing and diffraction effects due to
terrain. 5o, it is not necessary to include a shadowing
niargin in the MAPL.

Propagatwn losscs due to foliage are -2-7dB at 7O0MHz.
“PL" denoles propagation loss.

Signal quality is the ratio of the receved signal strength
to the sum of the aggregated interference from other cell
sites and thermal noise. This ratic is often called SINR
or Signal to Interfercnce and Noise Tlatio.
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Aservmng cell site is the cell site that is trupsmitting the
desired daka to the end-user. All other cell sites are, then,
intertering cell sives.

Bascd on data and analysis provided in Aeatel Lucent
in Ex Parte Presentation, GN Docket 09-51, February
23, 2010; Eriesson in Ex Parte filing, GN Docket 09-31.
February 17, 2010; " The LTE Rauiv Interfuce - Rey Char-
acteristcs and Perfprmance,” Anders Furuskar, Tomas
Jonsson, and Magnus Lundeval), Ericsson Rescarch

“J, T Advanced - Evolving LTE towards IMT-Ad-
vanted,” Stefan Parkvall, of al, Eriesson escarch; “LTE
and 11SPA+ Tevolutionary and Evolutionary Selutions
tor Globa Mabile Broadband,” Anil Rao, et al, in Tell
Labs Techuueal Journal 13(4), (2009); “LS ¢n LTE per-
formance verification work,” at htep: /S www.3gpp.org/
I tsg_ran/WGL_RLL TRGRL_49/Dues/ R1-072580,
#ip, 3G P RAN -1 submission by QUALCOMM Europe,
Ericszon, Nokia and Nokia Siemnens Networks in 3GPD
TSG-RAN WGLin "Text propesid for TR on system
simulation results,” http// www.3gpp.org/Rp/tsgran/
WGLALY TSGRI_G3/Docs/R1-082141zp.

See, lor example: Ericsson in Ex Parte [iling, GN Docket
09-31, February 17, 2010; 3G1P RAN-1 submission

Ly QUALCOMM Eurnpe, Encsson, Nokia and Nokia
Sigmens Networks in 3GPP TRG-RAN WG n “fext
propesal for TR on system simulation results.” http:,/
www. igppaorg/ptseran WGIL R TSGRILGS
Docs/RI-082141 zip; "The LTE Radio [nterface - Key
Characteristics and Performance,” Anders Furuskar,
Tomas Joosson. and Magius Lundevall, Erigsson Re-
scarch; “LTE-Advanced - Evalving LTE towards IMT-
Advanced,” Stefan Parkvall. ct al, Fricsson Research;
“L.S on LTE pcrformance verification work.” at hitp.//
www.igpporg/P TP/ tye ran/ WGL L1/ TSG L 49/
Docs/ B1-072580.2ip.

Based on signal quality distribulinn data previded by
AMlcatel Lucent in Ex Parte Presentation. GN Docket
09-51, February 23, 2010, We then determine spectral
ellicieney for mobile and WA networks by mappimg
signal quality to data rates using the method and results
puhlished in “LTE Capacity compared Lo the Shannon
Bound,” by Murgensen, et al, in IEEE 65th Vehicular
Technology Conference, 2007,

A paired 2x2071z of specirum refers (0 aspectrum
allocation where downliok and oplink trassmisskms oc-
vur on two separate 20MHz bands. This is also referred
Lo a5 Freyuency Division Duplex, or FDI, allacation.
Note that the total) spectrum allocation in this example
is 40MHy. Similarly, the totel allocation in a paired
2N0OMH 2 ol spectrum is 20M1Lz.

When SINTLis OdH, the power of the signal is equal

1o the sun of the powers of the interfering signals and
noise

MIMO technicues wse multiple antennas at the
traismutter and recever Lo improve spectral efficiency
of cammumication See. for example, "lundamenials

of Wircless Cammunications,” David Tse and Pramod
Viswanath, for a detaiicd exposition.

In asystem with 2x2 MIMQ downlink, both the
trausmitter (base station) and the receiver (CPEY arc
equipped with two anteonas
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For the rest of this section, we shall refer to s “paired
2xIOMH2" carrier as simply a 2xlOMHz carrier Thus,
for example, a 2x20MHz carrier will imply a “paired
2x2OBHzZ™ carricer.

Based on results published by QUALCOMM Europe.
Ericsson, Nokia and Nokia Sicinens Nevworks in 3GPP
T5G-BAN WGL in “Text proposal for THon systen
stmufation results,” hitp.//www.3gpp.org/ftp/lsg_ran/
WGILRL/TSGRIS3 Doces/R1-082141.zip.

See "WCDMA 6-zector Depleyment - Case Study of
alieal Installed UMTS-FDD Network,” by Eriesson
Research and Vodafone Group R&D, in IEEE Vehicular
Technolegy Conferenee, Spring 2006; "LTE for UM TS
-OFDMA und 5C-FDMA Based Radio Access.™” 1darri
Tlokma and Antti Toskala (Eds); “Iligher Capacity
through Multiple Beams using Asymmetric Azimuth
Array,” by TenXc wireless, April 2006, T'he last two
references show that G-sector cells result in an 80% 10
Q0% capacity improverment per cell sike.

Bused pn signal qualily distribution data provided by
Alearel Lucent in Ex Varte Presentation, GN Dochet 09-
51, Fehruary 23, 2010, and “LTE Capacity compared to
the Shannon Baund.” by Morgenser, of al, in TEEE 65th
Yehicular Technalngy Canference, 2007,

"Downhink user data rate” refers to hurst rate in a fully
utilized network.

See American Roamer Advanesd Services database
faceessed Aug. 2009) (aggregating service coverage
boundarics provided by mobile nerwork operators) (on
file with the FCC) (American Roamer dalabase); see also
Geolytics Block Estimates and Block Estimates Profes-
sional databases (20009) (aceessed Nov. 2009) (pruject-
g census populations by year to 2014 by census blnck)
(on file with the FCC) (Geolytics databases).

“Nobile Backhaul: Will the Levees 1Hnld?”, Yankee
Group, June 2009,

Spant Nextel in Ex Parte Presentation, GN Daeket 09-
51, January 13, 2010

lazvel(3) Communications, Notice of Ex Parte Uresesita-
tion, GN Ducket 09-51, November 19, 2009; the filing
nutes Ihat gigatnt links are also available, ulheit with
Himited range: see also “Microwave, Leased Lines, and
Fiber Backhavl Deployments: Business Case Analysis.”
Drugunwave, "Achieving the Lowest Total Costof
Owmership for 4G Backhanl,” and “Microwave, Leaserd
Lines, and Fiber Backhaul Deplayments: Business Case
Analysis”

Fiber-ta-the-Home Council (FTTH Council), Notice
of Ex I'arte Presentation. GN Decket 09-51October 14,
2009, Response to September 22, 2009, FCC Inguiry
vegarding Broodbund Deplovinent Costs.

Dragonwave, “Achieving the Lowest Total Cost of Own-
crship for 4G Backhaul.”

Clearwire Ex Parte Presentation, GN Docket 09-51,
November 12, 2009 at 12,

Ancillary equipmenlt here refers 1o communication
cables, anlennas, efe.

Average HU densiry in mountainous and hilly areas is

J POPs/square inile and 74 POPs/square mile, respec-
tively, while in flat areas it 1s 308 POPs/square mile,
Cosl and gap shawn for eounties thal have a negative
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NPV, Recall that the rueal cell radius in the 7Z00MH,
hand can he as much as 57% greater than that ar
1900MHz. We chosce the cell radius in mountainous
arvas to be 2 miles as well. In these areas, terraib rather
than propagation losses dominate the determination of
cell radius; so, it is unlikely that cell sizes will get mueh
smaller than 2 miles.

This exhibit *upports infarmation and conclusions
found in Exhibit 4-Z: Sensitivity of Buildout Cost and
Investment Gap to Terrain Classifications.

See Tower Maps database (Accessed Awgust, 2009) (on
file with the Commission).

Mobile Satetlite Ventures Subsidiary, LLC, Commuends,
in PS Doekel 06-229 at 50 (Tune 20, 2008}, They show
that 30% af Ue sites required to cover 95th percentile
uf the papulation in the rural United States are “grecn-
ficld;” that number grows \n 75% for the 99th percentile.
We assume in our model that the number of greenlield
sites required is 52.5%, which 15 the average af those two
numbers.

(Hher network costs include those in¢urred in the Core
(Node-0} netwurk as well as on C PE (Node-4) subsidies
1DC, United States Consumer Communications Bervices
QView Update, 3009, pg. 5, December 2009

United States Telecom Assomation, Telecom statistics,
hilp-//wwwasielecom.org/ T.earnTelccaom$uatistics.
htmi (bast visited Feh 23, 2000) 1t should be nuted that
these 1,311 opurating companics cornprise fewer than
850 holding companics.

1BC, United $tates Consumer Communicaticns Services
QView Update, 3Q09, pp. 5, Deeember 2009

Sec Network Dimensioning section below

Adtran -*Defining Broadband Speeds. Estiinating
Capacity in Access Network Architectures ” Submis-
sions [or the Record -- GN Docket Nn. 09-51, (January
4.2010) at B.

Adtran -*Delining Broadband Speceds: Estimating
Crpacily in Access Netwaork Archilectures.” Submis-
sions for the Recond -- GN Docket No, 09-51, {Junuary
4,2010} a1 8.

Zhane Applicalions, http: //www zhanc.com solulinns/
ethernet/. (last visited Now 17, 2009).

Level 2 Dynamic Spectrum Management (DSM-2;

i corrently available and uids in the management of
power and begins to cancel some crosstalk Level 13
Uynamic Spectrun Management (DSM-3). also known
as vertoring, is currently being tested in the laboratory
and in field trias. Vectoring is discussed in greater detail
in the 3-5 kR section of the appendix because, although
pussible aa ATISL2-, the technigue is most beneficial on
line lengths below 4.000 fect, Rraadband Forum Jan. 19,
1010 Natice of Ex farte Cummunication - Addendurn
at 5.

Letter from Robin Mecst, Chief Operating Officer,
Broadband Forum, to Marlene H. Dortceh, Scerctary,
FCC (Jun. 19, 2010) ("Broudband Forum Jan 19, 2010
Noltice of Ex Parte Communication - Addendum™}at 4.
Adtran -“Defining Broadband Specds: Estimating
Capacily in Access Network Architectures.” Submis-
sions for the Record -- GN Docket No. 09-51 (January
4, 2010}
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Broadband Forum Jan. 19, 2000 Notie of Ex Parte Conu-
munication - Addendum at 10

Cumments of National Fxchange Carnier Association
(NECA) at Table 1, Impact ol Alidd)e and Sceond Mile
Access on Broadband Avaitability and Deployment, GN

Docket s (9-47,09-55,00-137 (Fled November 4, 2000).

“Current backhaul dimensioning” is bused on comments
from NECA thal on average -1M hps is required in the
shared portivns of the network for eycrv 14.5 users.
Comments of National Exchange Carrier Association
{NECA) at Tablc 1, Impact of Middle and Second Mile
Access on Broadhand Availability and Deployment, GN

Docket #509-42,08-51,09-137 {fAled November 4, 2004),

L.nad coils, which are win-line inducters used as low-pass
filters to balance response for volee frequency trunsmis-
sion, effectively hlock xS, signals. Load coils generally
exist on loaps excecding 18,000 fect.

Bridged taps, lengths of unterminated wire typically
formed when changes are made to the loop and un-
necded cahle is lelt attached W the loop, can cause same
service degradation, especially for data services.

TC P ueceleratun is the consolidation of requests for
and acknuwledgement of data th minimize the nuber
af serial transanissions over cammunications links. TCP
fast-start is the disahling of sfaw-start, which entails
error checking befure the link is brought to full specd,
inarder Lo provide full link bandwidth [rom the outset
uf the session. TCP pre-feteh is the wae of the predictive
caching of Web cantent and DNS Lloak-ups.

Latier From John B Janka on behalfl of Viasat, Ine. to
Marlene H. Dortch, Scerctary, FCC (Jun. 24, 2009)
{"ViaSat Jun 24, 2009 Ex furie"Yat 6.

Mux Engel, Satcllite Totlay, htip:// www.satellitetaday.
com/via satelhitegetspersonal /Why-Vialal-Acquired -
WildBlue-and-Why-WildBlue- Needed-T 32611 hitml
(lasl visited Jan. 12, 2010},

Peter B de Selding, Space News, bttp: //www.spacenews.
com/satellite_telecom, wilh-wil dblue-acguisilion-via-
sut-doubles-het-satellite-hroadband.hbm] (Last visited
Jan.12, 2010}

CITi BROADBANT REPORT AT 57.

ViuSat Comments at 3.

BIION, is the average demand for network capacily
seross all subseribers on tbe network during the busiest
hours of the ovtwork. BHOL is discussed later in the
Network Dimensioning section.

See OB, Broadband Performanee.

ViaSat Jan. 5, 2000 £x Purte at 2.

Hughes Oct. 26. 2009 Fx Purie al 6.

See QBI, Rroadband P'erformance,

ViaSat Comnents in re A National Broadband Plan for
Cur Tuture, GN Docket No. 09-51, Netiee of Inquiry, 24
FCC Ned 4342, (2000) at 13,

ViaSal Comments in re National Broadband Plan NOT,
al 13

ViaSat Commeunts in re National Broadband Plan NOI,
ald.

We assuinc  growth rate that douhles exactly every
three vears, Le. 26.5%, for this analysis.

1t is unelear what the effcct of the Plan will be for
satcllite broadhand providers' subseriber clwen duc to
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the buildiuts in arens that are currently served unly by
satellite.

ViaSat 2009 Annual Repurt at 17,

ViaSat 2009 Annual Qeport at 4.

Nute that the investment gap calculation does nof ox-
vlude NPV-pasitive counties as the base case doeg. which
vxploms why 1he revenue number differs from the $8.9
bitlien in the buse case.

Nughes, 1Tigh-speed Internet Service Plang and Pricing,
hitp://consumer.hughesnet.com/plans.cfin (last visited
AMar B, 2010),

Uperational savings are offered by the Point 1o Point
(P2P) and Pagsive Optical Netwark (PON) varieties of
F'I'TP, nol by the Aclive Lthernet varicly.

RYALLC, FIBER TOTHE [[OME: NORTH AMERI-
CAN HISTORY (2001-2008) AND FIVE YEAR FORE-
CAST (2009-2013), 7 (2009), available at http://www.
rvalle.com/ FTTP_subpage?.aspx.

CISCOSYSTFIMS, FIBER T THE HOM I ARCIII-
TECTUNRES, 4 (2007), avarlable at hitg:// www.ist-
bread.org/pdi/FTTPS20Architectures pdf.

Dave Russell, Solutions Marketing Director, CALIX,
Remarks at FCC Future Fiber Architectures and Locai
Deployment Choices Workshop 31 (Nov. 19, 2009).
Nativnal Exchange Carrier Association Comments in re
PN liled {Nov. 4, 2009) a1 10.

Sec OBI, Broadbaud Performance.

Dave Russell, Sulutions Marketing Dircetor, CALIX,
Reinarks at FCC Future Fiber Architectures and Local
Deplayment Choices Workshop 31 (Nov. 19, 2009).
Letter from Thomas Cohen, Counscel for Hiawatha
Breadhand Communications, 1o Marlene H Dortch,
Secretary, FCC (November 10, 2004) {*FHliawntha Droad-
biud November 10, 2009 Ex Parte™) ut 7.

Letter from Thomas Cohen, Counsel for the Fiber to
the Hame Council, to Marlenye H. Dorteh, Scerelary,
FCC {October 14, 2009) (“Fiber to the Home Council
Cetober 14, 2008 Ex Parte”) al 9-10.

‘This equation was derived from fitling u curve Lo the
duta, anU ad urh averages aver the type of outside plant
(aerial or buried), Thix curve Db nay underestirmate costs
in very high- density wreas nr other arcas with a greater
mix of huried infrustructure. The r2 for the curve fit is
0992 and the R2 adjusted 15 G990,

JOHNA. BROUSE, JR.. FIRER ACCESS NETWORK
A CARLE OPERATOR'S PERSPECTIVE, 3 (2006),
http:/fwww.iteint, TTU -T worksem /asna /presenta-
tions/Session..2/asna 0604 _whitepaper_brouse.doc.
DOREEN TOBEN, FIBER ECOXOMICS AND DELIV-
ERING VALCE, 34 (20006) uvailuble at hitp:/finvestor.
NETIZON oM,/ News /2006002 7/ 200600 27, pdl.

Letter from Thamas J. Navin, Coonse] for Corning, ko
Alarlenc H. Dorich, Sceretary, FCC (October 13, 2001)
(“Corning October 13. 2009 Ex Purte™) at 17,

AVA LLC, FIBEN TO THE HOME: XOTV/TH AMERI -
CAN HISTORY (2001-2008) AND FIVEYEAR FURE-
CAST (2009-2013), 7 (2009), htip://www rvallc.com,/
FTTI _subpuageZaspx.

Data obtained from Comcast SEC Form 10Q) dated 11/4/09,
Verizon SEC Form 10Q dated 10/29/09, and Verizon
Cammunications, FIUS Bricfing Session, 37-41, 2006
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Broadband Forum Jun. 19, 2000 Notige of 2x Purte Com-
municatiom - Addendum™} at 7.

Broadband Forum Jan. 19, 2010 Natice of Ex Parte Com-
munication - Addendum™) at 8.

Qwest, Wireline Netwark News, http://news.gwest.coin,’
VDSL2 {last visited Jan. 20, 2010).

Broadband Forum Jun. 1Y, 2000 Natice of Ex Parte Com-
wunicatian — Addenduin™) at 7.

Broadband Farum Jan. 19. 2014 Notice af Ex Parfe Com-
munication - Addendum™) at 8.

NCTA, Industry Data, http:/www.ncta.cain ‘Statistics.
aspx, (last visited Jan. 14, 2010).

OECD, QLECD Broadhnd suhscribers per 100 inhalnt-
ants, hy tecluiology, June 2009, hilp://www.oced.org/
stiZict/broadband; Qast visited Feb. 10, 2010%

National Cable & Telecommunications Association,
Industry IData, bhp://www.neta comn/StatsGroupAvail -
ability.aspx (Jasr visited Feb. 3, 2009) and ROBERT C.
ATKINSON & IVY E SCHULTZ, COLUMBIA INSTL-
TUTE FOR TELE-INFORMATION, BROADBANID N
AMERICA: WHERE 1T 1S AND WHERE 1T 18 GOING
(ACCORDING TOBROADBAND SERVIUE PROVI-
ERS) af 20 (2009) (*CI1T] BROADBAND REPORT™,
avaifabie at hitp./"www a4 gsh.columbia,edu/eiti/.
Nabonal Cable & ‘lelecommunications Assovialion.
Industry Data, htlp://www.ncta.com/5StalsGroup/In-
vestments.aspx (last visited Feb. 3, 2009).

David Reed, Chief Strategy Officer, Cablel.abs, Remarks
at FCC Future Fiber Architectures and Local Deploy-
ment Choices Workshop 31 (Nov. 19, 2009).

Adtran, Detining Broadband Speeds: Deriving Required
Capacity in Access Netwarks, at 24, GN Docket No.
(9-51, January 4. 2010. Assuines 40% penetration of 350
nerson node so that eapacity = 36 Mbps/(30% x 3500 =
250 kbps of capacity per suhscriber, well in exvess of the
160 khps average usage forecast.

This does not mean that every cable operator will offer
nackages at hese speeds, nur thal every subseriber will
have service at thesc specds; instead thisisa comnment
on the capability of the access network for bypical user
laads [ocalized heavy use, e.g., from heavy use of pevr-
(o-peer pragrame could Inad the network more than 15
1ypical and lead lo lower realized speeds.

FCC, US spectrim allocation (hp:/fwnww fee.gov/mby/
engincering /usallochrt.pdf), {last visited Feh. 19, 2000).
ADRIANA COLMENARES et al, DETERMINATION
OF THE CAPACITY OF THE UPSTREAM CHAN-
NELIN CABLENETWORKS, 3-4, https://drachma,
volorado.edu/dspace/bitstream /1 23456749/74/1,
NCS_Spec_031299.pdf, (last visated Feb. 9, 20107,
Stacey Higginbotham, DOCSIS 44k Coming Soen to
aCableco Near You, http:/ /gigaom.com /2009/04, 30
docsis-30-coming-soon-to-an-isp-near-you/, (last
visited Feh. 9, 2010).

Cisco Systems, The Economics of Switched Digital
Videw, http://www lanpbx.net/cn/US/solutions/collat-
cral/ns341 /nsH22/ns157/ns797/white_paper_Gl701A.
pdf, (last visited Ieb. 9, 2010).

Zacks Equity I\csearch, Switched Digital Video
Thriving, http://www zacke.com /stock/nows/ 30346/
Switched + Digital + Video+ Thriving~-+Analyst+1ilog,
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{last visited Feb. 25, 2010)

Tivo Comnents in re NBP PN/27 (Video Device Ju-
navalion - XBP PN 27, GN Docket Nos. 09-47,09-51,
19-137; C8 Dacket No. 97-80, Public Notice, DA 09-2519,
rel Dec 4, 2009), filed Leb. 17, 2010, at 1.

Lightreading, Comeast’s 30-to-2 Odds, bitp. //wew,
lightivading com/decument. asp?doc_id =152872, (last
visited Feb, 9, 2010).

Assumues 50% of the spectruin pperates at 256-QAM and
the ather 50% at 64-QAM.

Cisco Systems, Understanding Data Through-

put in a DUCSIS Warld. hhps://www.ciscocom/
en/US/tech/thBa, thlngAcchnolugics teche

Nolet 186a008 009454 5.shim!, (last visited 'ch. 9,
20109

Cisco Systems, Unicast Video Without Breuking the
Pank. Economucs, Strategies, and Architecture, hitps: ;7
www.cisco.com/en/US/solutions/collateral /ns341/
ns522/ 08457 umcast video_white_paper pdf, (lust
visited Feb. 9, 2010).

Cisco Systeins, Unduerstanding Data Throwgh-

put in a DOCSIS World, hitps://www.ciscocom/
¢en/US/tech/tkB6, th168/ technolugics_teche
note09186a0080054545.shtml, (last visited Feb. 9,
2010).

Neport on Cable Industry Prices, MM Daocket Nax, 92-
266, ATTACHMENT 4 (2009)

Keport uva Cable Industry Prices, MM Docket No. 92-
2606, ATTACHMENT 3-b (2009},

Charter Communications, Fiber Access Network- A
Cable Operators Perspective, http: //wwwtnant /TTU-T/
warksem,asna/presenlations/Session_ 2y asna 00014 _
s p4jb.ppt, (last visated Feb, 19, 2010)

Penctration rate denotes attach rake of homes passed

for digital TV, high-specd data and voice, cost does not
include CPE cost.

Charter Communications, Fiber Aceess Network: A
Cahle Operatoes Perspeclive, hitp. /A wwwa.ituinl,/ I'TU-T/
worksem /asnay/ presentations/Session2/asn 0604
s4pd_jb.pt, {ast visited Feb 19, 2010). Assumes 0%
penctration of homes passed

{aner from Thomas Cohen, Kelley Drye & Warren LLE
10 Marlene H. Dortch, Secretary, FCC (Nov, Ttk 2in)
atl.

Wostbay Engineers - http://www erlanp.yon ‘whatis
htm; February 2000,

See https:/ssupport.skype.com, fags FALTZ Low-do-1-
know-if-1-have-sufficient-bacdwidlh®. For Skype-
to-Skypwe viler (hoth rormal and high quality) we
recominend: 384 kbps.

Adtran, Defining Broadband Speeds- Deriving Regquired
Capacity in Access Nebtwoarks, at 22, GN Docket No 0y-
51, January 4, 2010.

IEEE: Similaritics between voice and high speed Internet
traffic provisioning, IEEE CKSIV04, 25 October 2004,
“LTE for UMTS - OFDMA and SC-FTIMA Based Radio
Acecss”, Harri Holma and Antti Tesholu (Eds).

See OB, Broadband Performance.

See OB, Broadband Perforinance.

Consumer-oriented broadband taday 1s provided asa
best-eflort service wherehy the transpart netwnrk cle-
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ments are shared smong many users. Hawever, business-
onented broadband networks ollen are sold with service
leve] guarantees that provide performance assurances.
As such, last mile as well as the backhaul network ele-
ments must be engineered with higher capacity to assire
that bandwidth is always available to the subscribers at
ali tinues, regurdless of network conditions. This adds
cost to the transport portions of the netwaorks, wluch ure
reflected in much higher prices to lhe end-usees. Busi-
ness class "edicated” Internet services luve a pricing,
struchurc Mat can be maiy times moere expensive ona
cust-per-hit hasis.

Adtran Ex- Parte Filing; A National Broadband Plun for
Our Fature, GN Dackel No. 09-51, (FCC filed 23 Febru-
ary, 2010)

While we realize that a typical Fully contigured DSLAM
would likely support no inore than -350 subscribers,

we used 500 per the aviulability of the simulation tool
Assuming thal fast Ethernet backbaul 15 s1i] used for
350 subseriber DSEAM wonld resnltin un ¢ven better
oversubscription ratio and even gre:ater probuhility
performance.

The results of this analysis do nat easily apply to wireless
oetworks. Unlike in nther networks, the signal quality or
duta rate in w wireless network 15 strongly dependent on
The location of the wser relalive (o the cell site, We need
1ev acenuot for this non-uniformity in signal quality to
dimension the wireless network [See Wircless Section
above.] Still, we nate that the spectral etficiency of o Fixed
Wircless Access (FWA) network is -2.35—2.7 bys/Hz.

So, the oversubseription ratio of a 3-sector ool site with
2x20 MHz spectrum allocalivn and 650 subscribers is
-16—18.5. Therefore, at first blush, this Ngure ndicates
(hal » FWA network sheuld be ahle to deliver 4 Mbyps

inn the dewnload with high likelihood. And, as we show

in more detail in the Wircless Section above, the FWA
netwotk can indecd support this subscriber eapacity.

The analysis is based on a simulalion of N subscribers
on aliok with capacity C. Specilieally, the sunnlation de-
lermines the hursl likelibhood for the Nth subserilier on
the link when the remaining suhscribers gencrate traffic
acvording ta a Pareto distribution of mean 160 kbps.
Note thal the mean of this distribulion enrresponds to
our BITOL assumption of 160 kbps. For more details, see
Adtran, Defining Broadbund Speeds: Deriving Required
Cupucity in Access Nehworks, at 22, GN Docket No, 09-
51, January 4, 2010.

Centurylink Fx-Parte Bling; A National Brogdbund Plun
Jor Our Future, GN Docket Ro 09-51; Falernalionul
Comparison und Consemer Survey Reguirementy in

thy Broadband Dala Imprivenrent Aet, GN Dockel No.
09-47. Inguiry Coneerning the Deplovment of Advanced
Telecurmmunicaliuns Capability to All Armericans ina
Neasonable and Timely Fashion, and Possible Steps to
Accclerate Sueh Deployment Pursiiant to Section 706 of
the Telecamnuenications Act of 1996, as Amended by tbe
Broadband Dutu Improventend Act, GN Dacket No. 0y.
137(FCC hQled January 22, 2010)

Windstrean Ex- Parte Filing; A Natlonal Broadband
FPlan for Gur Future, GN Docket No. 09-51; Internatiunal
Comparison and Cansunrer Survey Reguirements In
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the Breedbund Hata Improvemnent Act. GN Dacket No,
U0-47; fngerry Concernmg the Deplayimeat of Advanred
Telecommunicotions Copability ta Alt Americans ina
Neatonable und Timely Fashion, and Possible Steps ta
Accelerate Such Depluyment Pursuanl te Sectien 206 of
the Telerammunications Act af 1996, as Ameaded by the
Broadband Dala Improvernent Act, GN Docket No. 09-
137 (FCC filed January 133, 2010).

Comments of Kodisk- Kenaj Cable Cownpany, LLC. at 5,
A Natioral Broodbend Flan for Qur Fature, GN Docket #
09-51, PN #11(FCC filed November 4, 2009).
Centurylink Ex-Parte [iling: A Netional Broadband Plan
Sor Qur Euture, GN Docket No. 09-51; International
Companson and Consurncr Sarvey Reguirements in

the Broadhand Data improvement Act, GN Docket Nn
00-47, [nquiry Concerning the Deployment of Advanced
Telecommunicutions Capakbility to All Americoasinn
Reasonable and Timely Fashion, und Possible Steps tn
Aceelerate Such Deployment Pursuunt 1o Section 206 of
the Telecommuniveations Act of 1996, us Amended by the
Broudband Data Improvement Act, GN Docket No. (09-
137(FCC Bled Janyary 22, 2010).

Windstream Fx-Parte Filing: A Nutional Broedbond
Plon for Our Fulare, GN Ducket No. 09-51; Indernational
Compurison aad Consumer Survey Reguirements in

the Arowdivand Nate Improvement Act, GX Dockel No.
9-17; Ingueiry Concerning the Deployment of Advanced
Telecommunicnttions Capability to All Americans ina
Heasonable and Timely Fashion, und Possible Stepy fo
Aceelerate Such Deployment Pursucnt to Section 706 of
the Telecommunications Act of 1996, as Amended by the
Broudband Data knprovement Act, GN Docket No. 06-
137 (FCU filed January 13, 2010).

The Gahriel network for a point sct is created by adding
edges berween pairs of points in the sourcc set if there
arc no other points from the set contained within a
cirele whose diamcter passes through the twe points,
intraduced as one means of uniguely defining contiguity
for a point sel such thal no other point could be regarded
as Iving ‘hetween' connected pairs; avaflable at. Inwp:/-
www.spatialanalysisonline com/output/htmi Gahriel-
network. html.

A subset nf the Gabriel nelwork in which the additienal
constraint is applied that np other points may lie within
the area of intersection delined by circles placed at each
Gabriel network node with radius equal to the inler-
node separation: availuble at: bitpy 7 wawspatadnaly-
sisonline.cumsoutput, himl/Gabrielnetwork html.
Comments of Windstream atl6 1, A Natione! Broudhand
Plun for Qur Future, GN Duocket £ 09-31, PN 411 {(FCU
filed Navembwer 4, 2009).

Commients of X0 Communications at 10, 4 Notionul
Broadband Plon for Our Fature, GN Docket # 09-51, PN
111 (FCC filed Nuovember 4, 2009),

Comnients of Verizon at 3, A Nutional Broodband Plan
Jor Our Future, GN Docket # 09-5t, PN 411 (PUC tiled
November 4, 2000).

Comments of Nutional Telecommunications Coopera-
tive Association (NTCA) at 10, Comment Sought on
Inpact of Middie and Second Mile Aecess on Broadbund
Availabitity ond Lieployment, GN Docket 11 09-47,09-
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51,09-137 {llled Nuvemher 19, 2000),

Comments nf Xational Telecommunications Coop-
crative Assoviation (NTCA) at 8, Commet Sought on
Impaci of Middle ind Second Milte Access on Broadhand
Availobilily und Depioyrnent, GN Docket Hs09-47,09-
51,09-197 (filed November 19, 2009).

Cuniments of National Excbange Uarner Association
(NLICAY al 3, finpact of Middle and Second Mile Access
or Broadhand Availability ard Deplnyment, GN Docket
#5 09-4709-51,09-137 (filed Noveinber 4, 2004).

1ligh Cost group is the average of special access rate
hands 8,9, 10; Mwddle Cost grosip is the average of special
aceess mate bunds 4. 5,6 and 7; Low Cost group 15 the av-
erage of special aceess rate bands 3 or lower Comments
of National Exchange Carrier Associalion (NECA) at
‘Table 3, Impact of Middle and Second Mile Access an
Hroadband Availebility and Deplayment. GN Lxcket ds
019-47.09-51.09-137 (Aled November 4, 2009).
Comments of Nabwnal Kxchange Carrier Assoviation
{NCA) al Table 1, Impact of Middle and Second Mile
Avtess on Broadband Availability and Deployment, GN
Docket #300-47.09-51,08-137 (tiled November 4, 2009).
See Parties Asked to Comment on Analytical Framework
MNecessary to Resolve [ssues in the Special Access
NPRM, WC Docket No. 05-25, Pulilic Notwe, 24 FCC
1wl 13638 CA'CRB 200%).

Comments of Verizon at 1, A Nationol Broudhand Plan
Jor Our Future, GN Docket # 09-51, PN #11 {(FCC filed
Novrmber 4, 2008)

Commoenis of Yerizon at 1, A Natienol Broudband Plan
Sor Qur Future. GN Docket # 09-51, PN 11 (FCC hled
November 4, 2000)
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LIST OF COMMON ABBREVIATIONS

bo 1 & Third generation

L& SUR Fourth generation

ADSL. v Asymmetric Digital Subscriber Line

AMPS.............. Advanced Mobile Phone Service

ARPU ... Average Revenue per User

AWG .. American Wire Gauge

BHOL......oooveee Busy Hour Offered Load

BPON. ..o Broadband Passive Optical Network

CAP ... Competitive Access I’rovider

CapeX .crreeeen. Capital Expenditures

CDMA.............. Code-Division Multiple Access

CLEC ... Competitive Local Exchange Carrier

CO.... ...Central Office

CPE .o Customer Premnises Equipment

DOCSIS......... Data Over Cable Service Interface
Specification

DSL ..o Digital Subseriber Line

DSLAM........ove Digital Subscriber Line Access Multiplexer

EBITDA............ Earnings Before Interest, Taxes, Depreciation
and Amortization

EPON...covrriinn Ethernet Passive Optical Network

EV-DO....ccco.cee. Evolution-Data Optimized

FTTN coercveree Fiber to the Node or Fiber to the Neighborhood

FTTP.cin Fiber-to-the-Premise

TW..iee Fixed Wireless

Gbps . Gigabits per second

GHZ oo Gigahertz (1 billion Hertz)

GPON.....cocmmnee Gigabit Passive Optical Network
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GSM...oieee Global System for Mobile communication
ITFC.i Hybrid Fiber Coaxial

HFM................ Hybrid Fiber Microwave

HSDPA ........... High Speed Downlink Packet Access

[ISUPA ............. Iligh Specd Uplink Packet Access

HSPA....ee High Speed Packet Access

HU...oooviias Housing Units

HZ oooeeeeiins Hertz

iDEN .coovmvrnnnns Integrated Digital Enhanced Network

ISP i Internet Service Provider

13 i S Kilo-feet (1,000 feet)

TLEC ..o Incumbent Local Exchange Carrier

IXC i Interexchange Carrier

kbps...coeennnne Kilobits per second

KHZo oo Kilohertz (I thousand Hertz)

LATA s Local Access and Trunsport Area

LTE...ciirinns Long-Term Evolution

Mbps e Megabits per second (1 nillion bits per second)

MHz .....cooee. Megahertz (1 million Hertz)

MIMO............. Multiple Input, Multiple Output

MSEC e Mobile Switching Center

MSO..eeee Multiple System Operator

NBP..ooeees National Broadband Plan

NIU........ - Network [nterface Unit

NPV..e Net Present Value

OECD.....e... Organization for Economic Co-operation and
Development

OpeX.voereenns Operating Expenscs
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OTT i Over-the-top RT..oocecrnns Regional Tandem

POP ... Point of Presence SG&A e Selling, General and Administrative expenses
PON...co Passive Optical Nelwork SINR ... Signal to Interference plus Noise Ratio
POTS.....cee Plain Old Telephone Service TDMA....ee Time Division Multiple Access
PSTN.ovvreeens Public Switched Telephone Network UMTS e Universal Mobile Telecommunications System
PV Present Value VDSLoorne Very high bit rate Digital Subscriber Line
QAM... Quadrature Amplitude Modulation VOIP......... Voice Over Internet Protocol

QOS.ii Quality of Service WCDMA......... Wideband Code Division Multiple Access
RBOC................ Regional Bell Operation Company WISP. ... Wireless 15P

RFoG......cueeeee. Radio Frequency Over Glass
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GLOSSARY

4G —Abbreviation for fourth-generation wireless, the stage of
broadband mobile communications that will supersede the
third generation (3G). Specifies a mohile broadband standard
offering both mobility and very high bandwidth. Usually refers
to LTE and WiMax technology. For the purposes of analysis

in this paper, areas where carriers have announced plans to
deliver 4G service are treated as 4G areas; all other areas are
treated as non-4( areas.

Access Network—Combination of Last and Second Mile por-
tions of a hroadband network. See Last Mile and Second Mile.

Actyal Speed—Refers to the data throughput delivered hetween
the nctwork interface unit (N1U) located at the end-user’s
premises and the service provider internet gateway that is the
shortest administrative distance from that NIU. In the future,
the technical definition of “actual speed” should be crafted by
the FCC, with input from consumer groups, industry and other
technical experts, as is proposed in Chapter 4 of the National
Broadbund Plan. The technical definition should include
precisely defined metrics to promote clarity and shared under-
standing among stakeholders. For example, “actual download
speeds of at least 4 Mbps” may require certain achievable
download speeds over a given time period. Acceptable quality
of service should be defined by the FCC.

Advanced Mobile Phone Service (AMPS)—A standard system
for analog signal cellular telephone service in the United States
and elsewhere. It is based on the initial electromagnetic radia-
tion spectrum allocation for cellular service by the FCC in 1970
and first introduced by AT&T in 1983.

American Wire Gauge (AWG)—A U.S. measurement standard
of the diameter of non-ferrous wire, which includes copper and
aluminum—the smaller the number, the thicker the wirc. In
general, the thicker the wire, the greater the current-carrying
capacity and the longer the distance it can span.

Analog reclamation—In a cable system, refers to repurposing
spectrum previously used to carry analog channels for other
uses, either digital channels or high-speed data,

' The authors provide this glossary as a reader aid. These definitions do not necessarily
represent the views of the FCC or the United Stales Government on past, present or future
technology, policy or law and thus have no interpretive or precedential value,
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Asymmetric Digital Subscriber Line (ADSI)—A technology
that transmits a data signal over twisted-pair copper, aften
over facilities deployed originally to provide voice telephony.
Downstream rates are higher than upstream rates—i.e., are
asymmetric. ADSL technology enables data transmission over
existing copper wiring at data rates several hundred times
faster than analog modems using an ANSI standard.

Average Revenue Per User (ARPU)—A metric used by investors
and financial analysts to measure the financial performance

of telecommunications service providers. ARPU is the aver-
age amount of revenue a company collects from each user per
month.

Availability Gap—See Broadband Availability Gap and
Investment Gap.

Base Case—The hasic set of assumptions that lcads to the $23.5
billion EInvestment Gap. The base case in the model compares
the most economical technologies: 12,000-foot-loop DSL and
Fixed Wireless. For the 12k-foot-loop DSL, the main assump-
tion is that there is one competing provider in areas that are
assumed to receive 4G service, and zZero competing technolo-
gies in non-4G arcas. For Fixed Wireless, costs are allocated

to mobile infrastructure in 4G areas; in non-4G areas, all costs
are allocated to fixed service, but the carrier is assumed to earn
incremental revenuve from mobile operations.

Broadband—For the purposes of delermining the Investment
Gap, 4 Mbps actual download and I Mbps actual upload; sce
also the National Broadband Availability Target.

Broadband Availability Gap—The amoeunt of funding necessary
to upgrade ar extend existing infrastructure up to the level nec-
essary to support the National Broadband Availability Target,
Because this is a financial metric, and to avoid confusion with
measures of whether local networks are capable of supporting
a given level of broadband service, the Broadband Availability
Gap is referred to as the Tnvestment Gap throughout this paper.

Broadband Passive Optical Network (BPON)—A type of PON
standardized by the ITU-T, offering downstream capacities of
up to 622 Mbps and upstream capacities of up to 155 Mbps,
shared among a limited number of end users.
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Brownfield—A network in which a carrier already has infra-
structure in the area that can be used to deliver service going
forward.

Burst Rate—The maximum rate or “speed” which a network is
capable of delivering within a short timeframe, typically sec-
onds or minutes. This is usually expressed as a rate in Mbps,

Busy Hour QOffered Load (BHOL)—BHOL (per subscriber) is
the network capacity required by each nser, averaged across

all subscribers on the network, during the peak utilization
hours of the network. Network capacity required is the data
received/transmitted by a subscriber during an hour; this can
be expressed as a data rate (like kbps) when the volume of data
received/transmitted is divided by the time duration.

Capacify—Ability of telceommunications infrastructure to
carry information. The measurement unit depends on the facil-
ity. A dataline’s capacity might be measured in bits per second,
while the capacity of a piece of equipment might be measured
in numbers of ports.

Capital Expenditures (Capex)—Business expense to acquire
or upgrade physical assets such as buildings, machinery and in
this case telecommunications equipiment; also called capital
spending or capital expense.

Census Block—The smallest level of geography designated by
the U.S. Census Bureau, which may approximate actnal city
street blocks in urban areas. In rural districts, census blocks
mmay span larger geographical areas to cover a more dispersed
population.

Central Office (CQO)—A telephone company facility in a local-
ity to which subscriber home and business lines are connected
on what is called a local loop. The central office has switching
equipment that can switch calls locally or to long-distance car-
rier phone offices. In other countries, the term public exchange
is often used.

Churn—The number of subscribers who leave a service provid-
erover a given period of time, usually expressed as a percentage
of total customers.
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Code-Division Multiple Access (CDMA)—Any of several
prolocols used in so-called second-generation (2G) and third-
generation (3G) wireless communications. As the term implies,
CDMA is a form of multiplexing, which allows numerous
signals to occupy a single transmission channel, optimiz-

ing the use of available bandwidth. The technolngy is used in
ultra-high-frequency (UHF) cellular telephone systems in the
800-MHz and 1.9- GHz bands.

Competifive Access Provider (CAP)—Facilities-based competi-
tive local exchange carriers (CLLECs).

Competitive Local Exchange Carrier (CLEC)—The term and
concept coined by the Telecommunications Act of 1996 for any
new local phone company that was formed to compete with the
1LEC (Incumbent Local Exchange Carrier).

Coverage—In wireless communications, refers to the geograph-
ic area in which one can obtain service.

Customer Premises Equipment (CPE)—F.quipment which
resides on the customer’s premise. Examples include set top
boxes, cable modems, wireless routers, optical network termi-
nals, integrated access devices, etc.

Data Over Cable Service Interface Specification (DOCSIS)—A
cable modem standard from the Cablel.abs research con-
sortium (www.cablelabs.com), which provides equipment
certification for interoperability. DOCSIS supports IP traffic
(Internet traffic) over digital cabie TV channels, and most cable
modems are DOCSIS compliant. Seme cable companies are
currently deploying third-generation (NDOCSIS 3.0) equipment.
Originally formed by four major cable operators and managed
by Multimedia Cable Network Systein, the project was later
turned over to CableLabs.

Digital signal 1 {DS-I)—Also known as T1; a T-carrier signaling
scheme devised by Bell Labs. DS-1is a widely used standard in
telecommunications in North America and Japan to transmit
voice and data between devices, DS-1 s the logical bit pattern
used over a physical T1 line; however, the terms D5-1 and Tl
are often used interchangeably, Carries approximately 1.544
Mhps.

Digital Subscriber Line (DSL)—A generic name for a group of
enhanced speed digital services generally provided by tele-
phene service providers. DSL services run on twisted-pair
copper wires, which can carry both voice and data signals.
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