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Allot Service Gateway: Pushing the DPI Envelope

Executive Overview

Allot is taking Layer-7 deep packet inspection (DPI) to new horizons. DPI has a vital role to play in next-
generation broadband networks as an enabler of value added service deployment and profitability. The
application awareness provided by DPI at per-subscriber granularity opens up new opportunities for carriers
and service providers to capitalize on the torrent of Internet content and applications traversing their
networks.

As broadband moves into the next phase of market development promoting value added services, carriers
and services providers are attempting to address the dual goals of service optimization (keeping costs
down while maintaining a quality user experience) and service differentiation (offering value added
services based on Internet-based content and applications). The Allot Service Gateway offers a carrier-class
solution with compelling cost and performance advantages to help service providers achieve these goals.
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Broadband Networks are Delivering More Than Ever

Broadband networks were originally designed to connect subscribers to the Internet at high speed. Carriers
and service providers who deployed these big pipes were not particularly concerned with the content of the
traffic flowing through them or the way the service was used. Today, the same broadband infrastructure is
being called upon to deliver data, voice, video and a variety of other content that has multiplied at a dizzying
pace. From VolIP to interactive gaming to streaming video news and entertainment, the Internet has quickly
become an essential part of daily life for millions of people worldwide.

IDC’s May 2006 report® forecasts strong demand for broadband services well into 2010, but notes that the
nature of broadband service is changing, as observed by IDC analyst, Amy Harris Lind, “...around the world,
service providers are beginning to move...from marketing broadband simply as a faster Internet connection
to promoting broadband as the key enabler of value added services, applications, and content and the digital
home.” As broadband moves into this second phase of market development, service providers face
unprecedented challenges in managing network efficiency as they seek to deploy value added service
(VAS) offerings based on the Internet applications and content using their infrastructure.

Service Providers Struggle to Meet Unprecedented Challenges

Currently, carriers and service providers are attempting to address the dual goals of service optimization
(keeping costs down while maintaining a quality user experience) and service differentiation (offering
value added services based on Internet-based content and applications), by deploying an array of single-
purpose appliances that provide the specific capabilities and services they need.

Service Provider Needs Appliance-based Solutions

Have an accurate view of content and applications and
who is using them

Deep Packet Inspection (DPI), monitoring, statistical traffic
reporting and analysis

Improve the performance of applications with positive
influence on revenues (e.g. churn reduction)

Policy control, Quality of Service (QoS) prioritization and
optimization

Reduce the performance of applications with negative
influence on revenues (e.g. competitive VolP services)

Policy control, Quality of Service (QoS) prioritization and
optimization

Manage ever-increasing volumes and types of traffic
on the network

Intelligent over-subscription management, Policy control,
Quality of Service (QoS) prioritization and optimization, P2P
caching, acceleration

Separate “good” traffic from “bad” traffic and protect the
network

Denial of Service (DoS) prevention, IPD/IDS, spam control,
anti-virus control

Deploy value-added subscriber services to create new
revenue streams

Bandwidth on Demand, Parental Control (URL filtering),
Clean Line (anti-virus) Clean Mail (remove malware from
online traffic), guaranteed QoS

Comply with regulatory legislation

Lawful interception, spam control

Figure 1: Service provider needs and available solutions as broadband enters next phase of market development

The complexity of deploying numerous appliance-based solutions in the network cannot be underestimated.
Often, single-purpose appliances do not fit well into the carrier environment in terms of reliability, scalability,
and performance. These solutions tend to be devices designed for enterprise use and therefore do not
provide the throughput and subscriber awareness required in the service provider networks. In addition, they

! IDC Market Analysis, Worldwide Broadband Services 2006-2010 Forecast, Amy Harris Lind, May 2006.
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have limited ability to ramp up, both in terms of capacity and in the number of users they support. Their
limited throughput and scalability increases the number of in-line devices required and hence, the possible
points of failure in the network.

Another barrier to deployment is the “integration nightmare” — the difficulty encountered when implementing
cross vendor solutions that have different standards, interfaces and policy management systems. This
becomes practically impossible when each vendor’s product requires separate integration with the service
provider's OSS or provisioning environment. Moreover, the need for multiple elements to analyze traffic
flows introduces latency, which can have a negative impact on performance. All of this makes for an
inefficient and costly exercise which often prevents operators from implementing the solutions they’d like to.

Allot Service Gateway: Leveraging DPI to Meet Next-Generation
Service Needs

—
i

DPI has a vital role to play in next-generation broadband networks. The Allot
Service Gateway paves a new direction for DPI as an enabler of value added
services in broadband networks. The Allot Service Gateway is a carrier-grade
solution that overcomes the barriers of performance, reliability, application
awareness and subscriber awareness that have made it difficult for service
providers to control capital and operating costs, and to capitalize on the torrent
of Internet content and applications traversing their networks.

The Service Gateway approach combines a powerful DPI engine with an array
of services into a fully integrated, carrier-class platform. Within the Service Gateway, value added services
leverage the Gateway’s DPI and subscriber awareness capabilities, and become more cost-effective by
being hosted on an integrated platform. The power of the Service Gateway rests in its ability to identify the
traffic flows of individual subscribers and direct them to the value added services to which they have
subscribed.
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Figure 2: Value added services become more cost-effective as they leverage the Service Gateway’s powerful DPI
capabilities and its single point of integration with operator OSS and provisioning environments
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Carrier-Class Solution Based on 7 Fundamentals

The carrier-class Allot Service Gateway solution is based on seven fundamental building blocks.

1. Powerful DPI Engine

At the core of the Allot Service Gateway is a cutting-edge DPI engine that provides Layer-7 application
awareness, network intelligence and visibility to all services in the Gateway. Armed with a comprehensive
library of application signatures and the power to inspect traffic flows in real-time at line speeds, Allot's DPI
engine introduces almost no latency as it identifies the applications traversing the network.

2. Subscriber Awareness

Subscriber awareness is how the Allot Service Gateway delivers value added services to individual
subscribers. By mapping dynamically allocated IP addresses to individual subscribers and their policies, the
Service Gateway is able to direct the traffic to the relevant services. This approach, where core capabilities
are shared by a number of specialized services, creates a service synergy that is highly efficient and can
multiply revenues.

3. Value Added Services

The core services that are built into the Service Gateway are the ones that Allot has traditionally provided,
including policy-based QoS prioritization for P2P applications, guaranteed performance for time-sensitive
applications, service tiering, and centralized management. The modular and open architecture is designed
to facilitate the integration of third party VAS applications—especially those that can leverage Allot’'s DPI
engine and become more cost-effective from being hosted on an integrated platform. By providing the
flexibility to choose the best solutions for the job, the Service Gateway ensures that VAS offerings will evolve
with the changing requirements of both subscribers and service providers.

4. Openness and Standardization

Unlike single-purpose appliances, the Allot Service Gateway is an open-architecture platform based on an
AdvancedTCA chassis with modular, hot-swappable blades. The AdvancedTCA (Advanced
Telecommunications Computing Architecture) standard was originally an initiative of the telco industry. It
sets the standards for equipment reliability, scalability, openness, and integration in telco networks. The
Service Gateway approach is based on many of the same motivators and it incorporates the same “carrier-
class” attributes. These attributes include the “5 nines” (99.999%) of reliability and availability, built-in
redundancy with no single point of failure, upgrade and maintenance without downtime, and use of standard
APIs and interfaces.

5. High Speed and Scalability

The high capacity and throughput of the Allot Service Gateway answers service provider requirements for
multiple 10-Gigabit Ethernet interfaces and multi-Gigabit throughput. At its debut, a single platform will
support two 10-Gigabit Ethernet lines and will provide incremental capacity that scales via modular blades
from throughput rates of 5 Gbps to 25 Gbps. The modularity of the Service Gateway platform means that
capacity and value added services can be added at relatively little cost as demand for them grows. The
platform provides a scalable number of 10-Gigabit Ethernet ports for deployment at the network backbone or
other critical places. Likewise, value added services may be added and/or their capacity upgraded by
installing additional blades. Inherent in the Gateway’s modular design and future development is the ability
to increase capacity to even higher levels.
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6. Efficiency

The Service Gateway approach greatly reduces the complexity and cost of new service deployment and
increases operational efficiency in a number of ways. First, it enables the deployment of a single multi-
purpose platform versus multiple, single purpose appliances. The result is faster deployment with fewer in-
line devices and fewer points of failure and less overhead. All services are governed by the same policy
control rules and the same management applications. Integration with the provider's OSS or provisioning
platform is done once for the benefit of all functions and services in the Gateway. Moreover, the single DPI
process leveraged by all services in the platform reduces the number of packets handled by each
application to a minimum.

DFl Engine: Subscriber Policy Manager: VAS:
identify the Awareness: Check subscriber Redirect traffic flow
application identify the service policy to subscribed VAS

subscriber
{e.g., HTTP}) {e.g., subgisp.com) (e.g., Parental Control) {e.g., URL filtering)

Figure 3: The power of the Service Gateway rests in its ability to efficiently process and redirect specific application traffic
belonging to individual subscribers to the value added services to which they have subscribed

For example, a Parental Control service, which relies on URL filtering capability, is a service that many
parents of young Internet users would like to have, and it could command a premium of say, $4.00 per
month. A typical deployment of URL filtering capability traditionally requires the installation and integration of
enough devices to inspect all traffic flows in the network, even if only 10% of customers have subscribed to
the service. When hosted on the Service Gateway, the URL filtering application will rely on a single DPI
process to inspect the traffic. It will utilize the single point of OSS integration to identify subscribers and their
service policies. It will depend on the Service Gateway to intelligently redirect only those flows that need
Parental Control treatment. In this way, the carrier can deploy far fewer VAS elements to achieve full
coverage and can turn even a partially subscribed service into a money-maker.

7. Resilience

The hardware and software architectures of the Service Gateway are designed to achieve maximum
resilience with maximum efficiency. N+1 redundancy on hot-swappable blades ensures non-stop processing
of traffic flows. Hardware bypass modules protect against failures on Ethernet interfaces, while software
bypass mechanisms enable field upgrades and maintenance with no downtime.
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Monetizing Bandwidth Use

Service providers want to make the most of the multi-billion dollar investment they have made in their
networks. Therefore, they seek to monetize the services they already provide and to add new revenue-
generating services to their portfolio. The Allot Service Gateway can help them achieve this goal.

Figure 4: Allot pushes the DPI envelope, becoming an enabler of value added services in broadband networks

By providing DPI-based network visibility, application control, subscriber management and best-in-class
services on an integrated, carrier-class platform, Allot enables service providers to bundle a rich mix of
capabilities and functions into a variety of VAS packages that deliver extra value above and beyond high-
speed connections to the Internet, creating highly efficient and profitable service synergy.
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ABSTRACT

This article presents a comprehensive techno-
economic evaluation of two upgrade strategy
cases for broadband IP services for residential
and business customers, and illustrates their
respective merits and pitfalls, allowing the defi-
nition of a reasonable investment policy. The
work should enable establishment of guidelines
for broadband infrastructure upgrade strategies
from the incumbent operator’s view. Following
the definition of appropriate service sets, and
taking into account demand scenarios estab-
lished within the project, this work has been
focused on developing a techno-economic model,
based on the TONIC tool [1). Tariff structures
have been applied to compute the key economic
indicators, net present value, internal rate of
return, and payback period. This investment
analysis was carried using the tool, which was
developed by IST-TONIC [1]. The results show
that the choice of technology (Ethernet or ATM)
has almost no effect on the cost level and prof-
itability of the cases. For the suburban area, a
fiber to the cabinet solution is too expensive due
to heavy infrastructure investments; for dense
urban and urban areas the FTTC solution is
worth the investments. The FTTH/office deploy-
ment scenario is only profitable in dense urban
areas (> 5000 potential customers/km?2) and
already highly risky in the urban area.

INTRODUCTION

In the context of growing demands for new
broadband services, network operators are facing
increasing bandwidth requirements. New infra-
structure and equipment is required in order to
deliver multimedia services in the megabit-per-
second range to end customers. Ten years ago
most experts expected an evolution toward fiber
to the home (FTTH). However, economic analy-
ses indicated that such solutions, if planned on
larger scales, would bear excessive costs, Fiber-
to-the-cabinet (FTTC) solutions and FTTH
(particularly as a first step fiber to the office,

Eﬂcwc;homics of Fixed Broadband Access
‘Network Strategies

FTTO) nonetheless appear to be the best choice

in specific areas with the right conditions (high

availability of ducts, high density of potential

customers, etc.). .

This article is based on work within the IST
project Techno-Economics of IP Optimized Net-
works and Services (TONIC). The project exam-
ines various scenarios for phasing in new
network technologies, replacing older technolo-
gies, from a techno-economic point of view, The
European Union (EU) IST TONIC [1] project is
a precursor in the investigation of the economic
side of such deployments; consequently, this
work is the first step in assessing the market con-
ditions, architectures, and potential for a prof-
itable business case of a telecom operator.

This article investigates hybrid fiber/copper- -
based access architectures (FTTx) applied in dif-
ferent urban areas. The focus within this study is
the comparison of different network technologies
under common business case assumptions (frame-
work). Several competitive technologies could be
an option for operators (e.g., cable modems or
WLANS), and their presence might affect the
overall broadband map [2]. This article analyzes
how close to the customer fiber can be profitably
deployed and how important the actual choice of
technology (Ethernet or ATM) is from the incum-
bent operator’s point of view since this option is
most likely within the next eight years to enable
the advancement of broadband services.

The scope of this article is to:
® Identify the network infrastructure, service

and traffic characteristics for different
urban access areas . ’

Analyze two replacement scenarios from an
economical perspective: :
~FTTC in combination with very high rate
digital subscriber line (VDSL): Gigabit Eth-
ernet and Ethernet over VDSL (EoVDSL)

. and comparable ATM-based architecture
~FTTH/O in the ATM architecture with a
passive optical network (PON) dnd with
optical point-to-point connections for the
Ethernet-based access network

The article will describe the main assumptions
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regarding the model that has been developed, the
scenarios under study, and the results of the busi-

ness case. The-breakdown of the main investments -

as well as economic parameters such as nct pre-
sent value (NPV), internal rate of return (IRR),
and IFC will be shown. We will discuss the achiev-
able results with a comparison of the scenarios.

FRAMEWORK

The techno-economic modeling was carried out
using the TONIC tool, which is an implementa-
tion of the methodology developed by a series of
EU cooperation projects in the field. The tool
has been extensively used for several techno-cco-
nomic studies {2, 3] among major European tele-
com organizations and acadernic institutes.

The base of the model’s operation is a
database where the cost figures of the various
network components are deposited. These fig-
ures are constantly updated with data gathered
from the biggest European telecommunication
companies. The database outputs the cost evolu-
tion of the components over time. A geometrical
model is used to calculate the number of net-
work clements as well as their cost, for the set of
services and the network architectures defined.
The cable infrastructure costs of the network are
calculated using the geometric model, which
involves parameters such as'subscriber density,
duct availability, and typc of civil works as inputs.

Finally, the future market penetration of
.these services and the tariffs associated with
them, calculated through market forecasts and
benchmarking, are inserted into the tool. All
these data are forwarded into the financial
model of the tool that calculates revenues,
investments, cash flows, and other financial
results for the network architectures for each
year of the study period. An analytical descrip-

tion of the methodology and the tool can be .

found in {3, 4].

ASSUMPTIONS AND
MoODEL DESCRIPTION

The study period assumed for all scenarios is
cight years, from 2003 to 2010. The discount
ratio is 10 percent for all scenarios, and taxes
frave not been considerced at all.

AREA DESCRIPTION
The description and characterization of the network
areas considered in this article with respect to sub-
scriber density, loop lengths, and geographical and
market characteristics will follow. Similar areas can
be found in many countries of the world, according
to the operator statistics in our consortium.

Area Average cable length, Subscribers/km?2 Number of . Subscribers/

Dense urban: 4 X 16,384
potential subscribers
Urban: 4 x 16,384
potential subscribers
Suburban: 8 x 8192
potential subscribers.’

LEx
L -

O Figure 1. Example: central exchange segmentation.

The network model for the selected case study
regarding urban areas is based on the metropoli-
tan area network (MAN), starting from the cen-
tral exchange (CEx) and comprising the whole
access network all the way to the customers. The .
model has been developed as a total of eight flex- :
ibility points (FPs) and seven link levels (LLs). It
is assumed that the CEx area encompasses and
concentrates four dense urban, four urban, or
eight suburban service access areas (Fig. 1). The
dense urban and urban service access areas under
study serve 16,384 customer units, suburban 8192.
For each service access area all customers are
connected to the same local exchange (LEx). The
total number of castomer units connected via
plain old telephone service (POTS) lines to one
CEx is thus to 65,536 for all scenarios, which is
the same derived by multiplying the number of
buildings by the number of subscribers per build-
ing. This is the maximum number of potential
customers the operator can serve offering broad-
band connections (Table 1).

Within a given FP layer, a uniform distribu-
tion of the total number of FPs has been -
assumed. The LEx is assumed to be located in
the middle of each service access arca. The loca-
tion of the CEx has been defined by its distance
(cable length has been calculated) to each LEx
in the areas under study as described in Table 1,

Assuming a uniform distribution of all cus-

. tomers within the arca; a geographic model

developed in the TITAN project [4] has been
applied. ‘

The main broadband network of an operator
could be divided into three main areas, taking
into account the geographical distribution of the
possible consumers. These three types of areas
are described below.

The dense urban area has been modeled as
an area of 3 km? with an average copper loop
length of 1400 m. The mean subscriber density
corresponding to 16,384 subscribers/service
access area of 3 km? is then 5461 subscribers/
km?2, The subscribers are located in buildings
with 64 apartments distributed over 16 floors.

; customer-LEx (m) ; buildings . building E
" Dense urban - 1400 5461 ' 1024 ' 64 |
" Urban : 2200 2048 2048 > 3
{Suburban 3400 T 16,384 e

QTable 1. Area structure.
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FrTcab < 200 m e 1200m . -
FiTEx * < Average copper cable length 4 eeo-.... Fbercable
1400 m 5200 m
S
@ - = = HH
| T = [y — 54
Customer Floor Building Cabinet Brzgihéng LEx Brir;c):(h;ng CEx
65,536 16,384 l_ 1024 256 l_ 32 - 4 1 1 :
14 116 14 1:8 1:8 14 11
Number of FPs (flexibility points) ’
Distribution rate of FP

CIFigure 2. Distribution structure and geographic model of the dense urban area.

PR,

Market potential Dense urban Urban Suburban _:;
~ Customer units total 16,384 16,384 8192 |
Households/access area 14,746 15,237 ] 7700
: Business/access area 1638 1147 492
) Percentage business 10% 7% !

O Table 2. Deﬁn-ition of market potential,

6% |

These customers could be any mix of residential
or small and medium enterprises (SMEs). An
analytical description is illustrated in Fig. 2.

For estimation of infrastructure costs it is
important to define the duct availability, which is
set to 90 percent for the network parts between
the LEx and the cabinets, and to 50 percent
between the cabinets and the customers’ build-
ings. This factor is an important parameter. It
has a strong influence on the economics of the
various scenarios due to the high investment
costs of ducting systems related to civil works.

The urban area has been modeled as an area
of 8 km? with an average copper loop length of
2200 m. The mean subscriber density corre-

sponding to 16,384 subscribers/service access of
8 km? is then 2048 subscribers/km?. The sub-
scribers are located in buildings with 32 apart-
ments distributed over eight floors. Again, these
customers could be a mix of residential and
SMEs. The duct availability rate is set to 60 per-
cent for the network parts between the LEx and
the cabinets, and to 40 percent between the cabi-
nets and the buildings.

One suburban area is 20 km? with an average
copper loop length of 3400 m. The mean sub-
scriber density related to 8192 subscribers/service
access area considering 20 km? is derived to be
410 subscribers/km?. The subscribers are located
in buildings with either four apartments distribut-
ed over two floors or corresponding numbers of
SMEs. The duct availability rate is fixed at 25
percent between the LEx and the cabinet, and 0
percent between the cabinet and the building.

SERVICES AND DEMAND
The services to be considered depend on the cus-
tomer profile. Customers are classified as residential
and business customers [5], which in turn include
SMEs and small office/home office (SOHO) cus-
tomers, including teleworkers, Key network require-

)

35% 50%
B Gold residential 459 -J.| B Gold business
309% 440 Silver residential ° 7V 3 Silver business
/ 40% - O Basic business }........
25% 35%
20% 30% -
25%
15% 20%
10% 15%
10%
5% LG -
0% T T T T T T 0% T T T T T T
2003 2004 2005 2006 2007 2008 2009 2010 2003 2004 2005 2006 2007 2008 2009

2010

ElFigure 3. Application of the broadband forecast model for the urban service access area.
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v )

2 Service classes Maximum downstream Maximum upstream Examples of Interface  Traffic Eoncentra_tion Mean source

. (kb/s} {kb/s) type (start value) traffic (kb/s)

' Silver-residential 6,144 - 640 10BaseT 0.05 307

2. Gold-residential 23,168 »4,096 10/100BaseT 0.05 1,1 58»

[ Basic-business 6,400 6,400 10/100BaseT 3xE1 0.2 1,280

{ Silver-business 8,576 8,576 10/100BaseT 4xE1 0.2 1,715

" Gold-business 23,168 23,168 10/1008BaseT 0.2 4,634

] E3/ATM25.6 .

e mm e e e e . YR

Table 3. Definition of service classes and traffic assumptions.

ments for business customers arc scalability, secud- ¢~~~ T T ; i —

ty, flexibility, and differentiated QoS. ! Dense urban Urban Suburban |
The broadband access forecasts forboththe | pacidential market share 50% 100%

business and the residential users (Fig. 3) have -}

been applied according to the methodology from ¢ Business market share 60% 95%

[6] and [7]. The market share of the incumbent ¢ o e e e

operator has becn assumed to be 60 percent in
the dense urban area.

The range of services required by business cus-
tomers is also wider than for residential customers:
file transfer within an intranet, which means burst
traffic and highly variable bit rates, high-bit-rate
access to the Internet, and videoconferencing with
strong real-time constraints [5, 8]. In most cases,
these services require higher bit rates than typical
residential services. Table 2 shows the total market
potential assumed and the percentage of business
customers in all studied areas.

The common framework about the areas
studied includes a basket of common service
classes to be offered and a traffic miedel (Table
3). The table shows the mazimum bit rates of
each service, examples of customer interfaces,
and the mean source traffic.

For cach service class, we have considered
the mean source traffic to dimension the net-
work, which equals the maximum bit rate multi-
plied by a traffic concentration factor. The first
year, this factor is set to 5 percent for all resi-
dential and 20 percent for all business service
classes. Then we take into account the increase
in bandwidth requirement and assume that the
mean bit rate grows by 5 percent each year.

We assume that, in general, low-bit-rate ser-
vices arc provided with cxisting asynchronous
DSL (ADSL) technology, which is beyond the
scope of this study. These services will gradually
migratc to higher bit rates during the study peri-
od. The study does not take into account high-
bit-rate service classes above 23 Mb/s symmetric
since the penetration of thesc services will be
limited, and these services are out of our focus.

For each area we have defined the market
share of the incumbent operator. As iltustrated
in Table 4, competition between operators is dif-
ferent depending on the area and the market.
We notice that there is no competition in the
suburban area, and assume that the business
market is the most competitive market. |

Figure 3 shows the penetration forecasts [9]
applied for both business and residential services
considering the market share of an incumbent
operator.

The broadband tariff structure is rather com-

T Table 4. Market share of an incumbent ope:c;to}.

! Tariff parameters

Parameter value

, Share of the value chain for the network operator 60%

i Tariff inctease for each capacity doubling for residential 17%

! customers ' ) i
Tariff increase for each capacity doubling for business 30%

{
i
§ customers
1

O Table 5. Tariff parameters for an access network operator.

plex. Important tariffs are the connection tariff,
access tariff, service provider tariff, traffic tariff,
transaction tariff, and charge for content (i.e.,
pay per view).

The tariff model ([6, 7, 9]) is constructed in
the following way. Basically it sets a reference tar-
iff (dcrived from a survey conducted by a number
of‘large operators in Europe) of 720 Hfycarin
2001 for 512 kbs asymmetrical services dedicated
residential customers and another reference tariff
of €5280/ycar in 2001 for 512 kb/s symmetrical
services dedicated to business customers. In addi-
tion, the model assumes an increase of 17 percent
(Table S) for each doubling of asymmetric down-
stream capacities and 30 percent for each dou-
bling of symmetric downstream capacitics in 2002.
Yearly pricc erosion of 10 percent is applied in
addition to the above mentioned tariff increase
for transfer rate doubling (Fig. 4).

The studied business model assumes that 100
percent of the tariff is coliected by the ISP,
which cedes back 60 percent to the broadband
access network operator.

NeETWORK ELEMENT COST MODEL

The network element cost model (Fig. 5) was built
based on a switch model containing the parts
found in switches of different-vendors. The
model takes into account list price information
of several vendors and volume production
effects. Input information from different vendors
has been uscd to build an average cost model
[10]. The maximum number of interface cards is
necessary to dimension the network elcments. In

e
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general, medium-length interface cards have and the LBx will be replaced with a fibcr infra-
been applied within the scenarios. structure. This also includes replacing the old
passive cabinets with new climatic conditioned
cabinets, including power access. In most of the
SCENARIOS European countries the duct infrastructure
Figure 6 shows the different network solutions in ~ between the LEx and the CEX already exists.
order to figure out the comparison architecture Within this area the cost of fiber cable, branch-
explicitly. Different network locations are ing boxes including instaliation cost, and pulling
equipped with switches, and the customer’s gate-  costs into the ducts have been estimated, Within
way is considered as well in the investment  a total copper length of 750'm all customers arc
model. connected via VDSL directly from the LEx. Only |
customers with higher connection length are
FIBER TO THE CABINET connected via new fiber nodes.
This scenario (Fig, 6) has been analyzed with Several flexibility points have been equipped
Gigabit Ethernet based point-to-point and ATM  with Ethernet or ATM switches, The access lines
based point-to-multipoint (PON) technology  are terminated with network terminations (NTs).
applied to the access area to offer the service set The dimensioning of the elements is based on
described earlier. The complete service set is  the effective source traffic and the number of
offered using VDSL modem technology between  interfaces needed.
the cabinet location and the subscriber, This
gives an incumbent telecom operator the advan- FIBER TO THE HOME/OFFICE
tage of connecting customers via the old copper  All.customers have been connected via fiber lines
cable infrastructure within the first mile. It has dircctly to the local exchange. This scenario is
been assumed that the part between the cabinet  using two different strategies, which are applied
CEx l Pownlink interfaces ]
Local r Uplink interfaces ]
exchapge (LEx) - —
Ve 100Base-FX L4 ]
i {medium distance; SM)}
1
~1 10008ase-SX L«
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1000Base-LX | . 8slots | Basic equipment
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et it
. 70008350 1X modules+software)
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“—] 0C3c-POS-interface .
vay (long distance: SM) [~ kayer 3 switch
Cab Cab ,
Figure 5. Example: a model of Gigabit Ethernet local exchange switéh architecture.
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within the access network configuration. FTTH/O
in case of the ATM architecture is using a broad-
band PON (BPON) structure between the LEx
and the customers. This BPON system has been
defined within the full service access nctwork
(FSAN) initiative and is standardized in Interna-
tional Telecommunication Union (ITU) Recom-
mendation G.983. In Ethernet an optical

_point-to-point architecture is used to connect all
customers to the broadband IP network. Each
customer has been connected with two fibers to
the LEx. That leads to an enormous fiber rollout
and equivalent 100 base fiber exchange interfaces
at the LEX location. Using a simple rollout model

-30 percent of all buildings within each service
access area are connected within the first year of
the study period. After seven years, 90 percent of
all buildings within the access areas arc connect-
ed with fiber cables.

RESULTS AND DISCUSSION

The two scenarios under comparable business
case conditions have been investigated. The eval-
uation of the results shows that for both scenar-
ios the differences in the economics between the
areas studied are mainly due to:

« Revenues associated to customer profile

(Busincss revenues > Residential revenues)

.« Interface granularity and fiber consumption
« Infrastructure, in particular duct length and
duct availability :

Table 6 summarizes the main economic
results of the study.

FTTC solutions for the dense urban and the
urban areas result in a positive business case
{positive NPV) with a payback period between
approximately four and six years. The positive
result for dense urban and urban areas is mainly
driven by the existing infrastructure in tcrms of
ducting systems, the short total connection dis-
tance to the customers, and the housing struc-

Net present value {(NPV)

% ‘  Fiber to the cabinet Fiber to the home/office :
, Area : ATM iEthemet  ATM | Ethernet i
" Dense urban | €29.45 mill _* €29.40 mill _€1831mill €747 mil |
TUben €183 mil ' €1806mill €911 mil | e-2230mil !
[Suburban  €-34.42mill ; €-3821 mill _€-279.49 mill | €-295.32 mill

Internal rate of return (IRR) 'f
i “FTTIC ' FITH/O , i
;_ Area CCATM A Ethernet - ATM  Ethernet ;
iDenseurban 66.8% . 562%  ,461%  ;215% i
i Urban 308%  297%  -Noreturn  {Noretun
! Suburban No return . No return No return No return 1
) Payback period {years)
} ' FITC FTTHO i
:' Area “ATM Ethernet “ATM  Ethernet -
| Denge urban 3.8 A3 55 . 75
Urban 53 53 ;No return j No return !

Suburban  Noreturn . No return  No return No return

LR VU

B Table 6. Major economic results.

-ture as well. The most important variables influ-

encing the business case are tariffs, customer
penetration, the network operations costs, and
the access equipment costs. The total invest-
ments for point-to-point Ethernct compared to
point-to-muitipoint ATM FTTC architectures
focusing on both business and residential market
are, in general, on the same oider (Fig. 7). The
point-to-point Ethernet FTTC architectures
serving both business and residential market seg-
ments seems to be a plausible solution as a first
migration step after ADSL for both dense,

C ' N
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B Figure 6. Generic comparison architectures.
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" urban, and suburban areas, From this step it is
easy to step further to the FTTH/O architecture
in the future if the market became mature
enough for such high-speed data transfer rates-

The results for FTTC show that the choice of
technology (Ethernet or ATM) has almost no
effect on the cost level and profitability of the
cases (pointed areas of Fig. 7). For the suburban
area, an FTTC solution is too expensive due to
heavy infrastructure investments.

The investment breakdown figures show just
a small difference between the different tech-
nologies. Even if we zoom in on the different
equipment more deeply (on the right), the dif-
ferences in dense urban and urban areas are
small. It has been observed that the differences
have nothing to do with the protocol architec-
ture, but rather with interface granularity and
fiber consumption, These are mainly caused by:
» The influence of the PON compared to the

point-to-point system in terms of interface

savings (less ATM OLT at the LEx com-
pared to the Ethernet sthches)

« The higher granularity in terms of inter-
faces, which can be allocated to the ATM
optical network unit assumed to be 144
compared to 24 in the Ethernet case.

Only the dense urban area case is profitable
for both FTTH/O architectures and technolo-
gies, with payback periods of 5.5 years for the
ATM PON solution and around seven years in
the Ethernet point-to-point solution. For the
Ethernet FTTH/O architecture the posmvc NPV
is mainly driven by the rest value, which is €18
million. The IRR of 21.5 percent in the pure
point-to-point Ethernet FTTH/O architecture,
taking into account the 10 percent discount
ratio, gives 11.5 percent return on investment
per year for the dense urban area, For the urban
and of course even more so for the suburban
area, an FTTH/O solution is too expensive, so
other access technologies should be considered.
This {s again due to the high level of infra-

structure investment caused by the high level of

new ducting required. Thus, FTTH/O migration
is for the time being still too costly in urban and
suburban areas. Other access technologies like

wircless solutions should be used in such areas
in order to reduce the investment cost [2], but
not for such high-speed broadband services.

Due to the uncertainty of the assumptions
made, an cxtensive risk assessment has been per-
formed on the different fixed network scenario
and business cases based on Monte Carlo simu-
lation. In Fig. 8 the probability of a negative
NPV has been calculated. The FTTC deploy-
ment scenarios have small risk for the urban and
dense urban areas. The FTTH/O deployment
scenario is highly risky especially in the urban
area; this is the most critical issue for decision
makers. If the market is not mature cnough for
broadband connection to the home/office, opera-
tors should wait, since the risk is high and the
probability of profit very small.

CONCLUDING REMARKS

The issue of broadband access network upgrade
remains a major challenge for operators due to
the high cost sensitivity of this network segment
and the high uncertainty of future service take-
up. This study has highlighted some of the key
issues of broadband access upgrade and their
possible impact. For all examined alternatives
the broadband upgrade costs are comparable to
and in some cases even several times higher than
the overall costs of establishing the existing net-
work. Hence, access network upgrading is likely
to turn out to be a long term project,

This article shows the economical impact of
Ethernet technology compared to ATM-based
technology applied to provisioning broadband IP
services from the viewpoint of an incumbent net-
work operator. Two urban scenarios applying
different architectures (FTTC, FTTH/O, and
combinations) have been studied. The compari-
son of the scenarios under investigation gives
one indicator of the conclusion that the equip-
ment investments of ATM or Ethernet based
network architectures under comparable condi-
tions are in the same range,

The general conclusion is that this application
seems to be worth the investment, especially in
dense urban areas. Both scenarios are economi-
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cal for dense areas, but in typical urban areas
only the FTTC scenario is truly positive. Particu-
larly in the FTTH/O scenario within an urban
area, neither the Ethernet point-to-point archi-
tecture nor the ATM PON leads to a payback
within the study period. Considering that the
assumed services cannot be accepted by an oper-
ator today, especially considering the risk envi-
ronment, a payback period of five years roughly
represents the economical limit under the
assumptions that have been made.

On the other hand, even if operators invest in
building out a new infrastructure based on fiber
within the access area, a longer payback period
should be accepted. Both the revenues of new
broadband services in combination with opera-
tional cost savings over SDH-based services, and
the creativity of the service provider and retailer
are able to create new value chains for incum-
bent operators.
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A Protocol for Packet Network Intercommunication

VINTON G. CERF ano ROBERT E. KAHN,
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Abstract — A protocol that supports the sharing of resources that exist
in different packet switching networks is presented. The protocol provides
for variation in individual network packet sizes, transmission failures,
sequencing, flow control, end-to-end error checking, and the creation and
destruction of logical  process-to-process  connections.  Some
implementation issues are considered, and problems such as internetwork
routing, accounting, and timeouts are exposed.

INTRODUCTION

IN THE LAST few years considerable effort has
been expended on the design and implementation of
packet switching networks [1]-[7],[14],[17]. A prin-
ciple reason for developing such networks has been
to facilitate the sharing of computer resources. A
packet communication network includes a transpor-
tation mechanism for delivering data between com-
puters or between computers and terminas. To
make the data meaningful, computer and terminals
share a common protocol (i.e, a set of agreed upon
conventions). Severa protocols have already been
developed for this purpose [8]-[12],[16]. However,
these protocols have addressed only the problem of
communication on the same network. In this paper
we present a protocol design and philosophy that
supports the sharing of resources that exist in differ-
ent packet switching networks.

After a brief introduction to internetwork
protocol issues, we describe the function of a
GATEWAY as an interface between networks and
discussitsrolein the protocol. We then consider the
various details of the protocol, including addressing,
formatting, buffering, sequencing, flow control,
error control, and so forth. We close with a
description of an interprocess communication
mechanism and show how it can be supported by
the internetwork protocol.

Even though many different and complex
problems must be solved in the design of an
individual packet switching network, these
problems are manifestly compounded when
dissimilar networks are interconnected. Issues arise
which may have no direct counterpart in an
individual network and which strongly influence the
way in which internetwork communication can take
place.

A typical packet switching network is composed
of a set of computer resources called HOSTS, a set
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of one or more packet switches, and a collection of
communication media that interconnect the packet
switches. Within each Host, we assume that there
exist processes which must communicate with
processes in their own or other Hosts. Any current
definition of a process will be adequate for our
purposes [13]. These processes are generally the
ultimate source and destination of data in the
network. Typically, within an individual network,
there exists a protocol for communication between
any source and destination process. Only the source
and destination processes require knowledge of this
convention for communication to take place.
Processes in two distinct networks would ordinarily
use different protocols for this purpose. The
ensemble of packet switches and communication
media is called the packet switching subnet. Fig. 1
illustrates these ideas.

In a typical packet switching subnet, data of a
fixed maximum size are accepted from a source
HosT, together with a formatted destination address
which is used to route the data in a store and
forward fashion. The transmit time for this data is
usually dependent upon internal network parameters
such as communication media data rates, buffering
and signalling strategies, routeing, propagation
delays, etc. In addition, some mechanism is
generaly present for error handling and
determination of status of the networks components.

Individual packet switching networks may differ
in their implementations as follows.

1) Each network may have distinct ways of
addressing the receiver, thus requiring that a
uniform addressing scheme be created which can be
understood by each individual network.

2) Each network may accept data of different
maximum size, thus requiring networks to deal in
units of the smallest maximum size (which may be
impractically small) or requiring procedures which
alow data crossing a network boundary to be
reformatted into smaller pieces.

3) The success or failure of a transmission and
its performance in each network is governed by
different time delays in accepting, delivering, and
transporting the data. This requires careful
development of internetwork timing procedures to
insure that data can be successfully delivered
through the various networks.

4) Within each network, communication may be
disrupted due to unrecoverable mutation of the data
or missing data. End-to-end restoration procedures
are desirable to allow complete recovery from these
conditions.

© 1974 | EEE. Reprinted, with permission, from |EEE Trans on Comms, Vol Com-22, No 5 May 1974
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Fig. 1.  Typical packet switching network.

5) Status information, routing, fault detection,
and isolation are typically different in each network.
thus, to obtain verification of certain conditions,
such as an inaccessible or dead destination, various
kinds of coordination must be invoked between the
communicating networks.

It would be extremely convenient if al the
differences  between networks could be
economically resolved by suitable interfacing at the
network boundaries. For many of the differences,
this objective can be achieved. However, both
economic and technical considerations lead us to
prefer that the interface be as smple and reliable as
possible and deal primarily with passing data
between networks that use different packet
switching strategies.

The question now arises as to whether the
interface ought to account for differences in Host or
process level protocols by transforming the source
conventions into the corresponding destination
conventions. We obviously want to allow
conversion between packet switching strategies at
the interface, to permit interconnection of existing
and planned networks. However, the complexity
and dissimilarity of the Host or process level
protocols makes it desirable to avoid having to
transform between them at the interface, even if this
transformation were aways possible. Rather,
compatible HosT and process level protocols must be
developed to achieve effective internetwork
resource sharing. The unacceptable alternativeis for
every HosT or process to implement every protocol
(a potentially unbounded number) that may be
needed to communicate with other networks. We
therefore assume that a common protocol is to be
used between HosT's or processes in different
networks and that the interface between networks
should take as small a role as possible in this
protocol.

To alow networks under different ownership to
interconnect, some accounting will undoubtedly be
needed for traffic that passes across the interface. In
its smplest terms, this involves an accounting of
packets handled by each net for which charges are

passed from net to net until the buck finally stops at
the user or his representative. Furthermore, the
interconnection must preserve intact the internal
operation of each individual network. Thisis easily
achieved if two networks interconnect as if each
were a Host to the other network, but without
utilising or indeed incorporating any elaborate Host
protocol transformations.

It is thus apparent that the interface between
networks must play a central role in the
development of any network interconnection
strategy. We give a specia name to this interface
that performs these functions and call it a caTEwAY.

THE GATEWAY NOTION

In Fig. 2 we illustrate three individual networks
labelled A, B, and C which are joined by caTEwAYs
M and N. cateway M interfaces network A with
network B, and cateway N interfaces network B to
network C. We assume that an individual network
may have more than one caTeway (e.g., network B)
and that there may be more than one caTewAY path
to use in going between a pair of networks. The
responsibility for properly routing data resides in
the caTEWAY.

In practice, a caTEwAY between two networks
may be composed of two halves, each associated
with its own network. It is possible to implement
each half of a caTEwAY so0 it need only embed
internetwork packets in local packet format or
extract them. We propose that the cateway handle
internetwork packets in a standard format, but we
are not proposing any particular transmission
procedure between caTEwAY halves.

Let us now trace the flow of data through the
interconnected networks. We assume a packet of
data from process X enters network A destined for
process Y in network C. The address of Y isinitially
specified by process X and the address of caTEwAY
M is derived from the address of process Y. We
make no attempt to specify whether the choice of
GATEWAY IS made by process X, its HosT, or one of
the packet switches in network A. The packet
traverses network A until it reaches cateway M. At
the caTEWAY, the packet is reformatted to meet the
requirements of network B, account is taken of this
unit of flow between A and B, and the cateway
delivers the packet to network B. Again the
derivation of the next cateway address is
accomplished based on the address of the
destination Y. In this case, cateway N is the next
one. The packet traverses network B until it finally
reaches cateway N where it is formatted to meet the
reguirements of network C. Account is again taken
of this unit of flow between networks B and C.
Upon entering network C, the packet is routed to the
HosT in which process Y resides and there it is
delivered to its ultimate destination.

© 1974 |EEE. Reprinted, with permission, from IEEE Trans on Comms, Vol Com-22, No 5 May 1974
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Fig.3.  Internetwork packet format (fields not shown to scale).

Since the caTeway must understand the address
of the source and destination Hosrts, this information
must be available in a standard format in every
packet which arrives a the ocaTteway. This
information is contained in an internetwork header
prefixed to the packet by the source Host. The
packet format, including the internetwork header, is
illustrated in Fig. 3. The source and destination
entries uniformly and uniquely identify the address
of every HosT in the composite network. Addressing
Is a subject of considerable complexity which is
discussed in greater detail in the next section. The
next two entries in the header provide a sequence
number and a byte count that may be used to
properly sequence the packets upon delivery to the
destination and may also enable the caTeways to
detect fault conditions affecting the packet. The flag
field is used to convey specific control information
and is discussed in the section on retransmission and
duplicate detection later. The remainder of the
packet consists of text for delivery to the destination
and a trailing check sum used for end-to-end
software verification. The cateway does not modify
the text and merely forwards the check sum aong
without computing or recomputing it.

Each network may need to augment the packet
format before it can pass through the individual
network. We have indicated a local header in the
figure which is prefixed to the beginning of the
packet. This local header is introduced merely to
illustrate the concept of embedding an internetwork
packet in the format of the individua network
through which the packet must pass. It will
obviously vary in its exact form from network to
network and may even be unnecessary in some
cases. Although not explicitly indicated in the
figure, it is aso possible that a local trailer may be
appended to the end of the packet.

Unless all transmitted packets are legidatively
restricted to be small enough to be accepted by
every individual network, the caTeway may be
forced to split a packet into two or more smaller
packets. This action is caled fragmentation and
must be done in such a way that the destination is
able to piece together the fragmented packet. It is
clear that the internetwork header format imposes a
minimum packet size which all networks must carry
(obviously al networks will want to carry packets

larger than this minimum). We believe the long
range growth and development of internetwork
communication would be seriously inhibited by
specifying how much larger than the minimum a
packet size can be, for the following reasons.

1) If a maximum permitted packet size is
specified then it becomes impossible to completely
isolate the internal packet size parameters of one
network from the internal packet size parameters of
all other networks.

2) It would be very difficult to increase the
maximum permitted packet size in response to new
technology (e.g. large memory systems, higher data
rate communication facilities, etc.) since this would
require the agreement and then implementation by
all participating networks.

3) Associative addressing and packet encryption
may require the size of a particular packet to expand
during transit for incorporation of new information.

Provison for fragmentation (regardiess of
whereit is performed) permits packet size variations
to be handled on an individua network basis
without global administration and also permits
HosTs and processes to be insulated from changesin
the packet sizes permitted in any networks through
which their data must pass.

If fragmentation must be done, it appears best to
do it upon entering the next network at the caTeway
since only this cateway (and not the other
networks) must be aware of the internal packet size
parameters which made the fragmentation
necessary.

If acaTEWAY fragments an incoming packet into
two or more packets, they must eventually be passed
aong to the destination Host as fragments or
reassembled for the Hosr. It is conceivable that one
might desire the caTeway to perform the reassembly
to simplify the task of the destination Host (or
process) and/or to take advantage of the larger
packet size. We take the position that caTEwAY
should not perform this function since GATEwAY
reassembly can lead to serious buffering problems,
potential deadlocks, the necessity for all fragments
of a packet to pass through the same caTewAy, and
increased delay in transmission. Furthermore, it is
not sufficient for the cateway to provide this
function since the final caTEway may also have to
fragment a packet for transmission. Thus the
destination Host must be prepared to do this task.

Let us now turn briefly to the somewhat unusual
accounting effect which arises when a packet may
be fragmented by one or more cateway. We
assume, for simplicity, that each network initially
charges a fixed rate per packet transmitted,
regardless of distance, and if one network can
handle alarger packet size than another, it charges a
proportionally larger price per packet. We aso
assume that a subsequent increase in any network’s
packet size does not result in additional cost per
packet to its users. The charge to a user thusremains
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basically constant through any net which must
fragment a packet. The unusual effect occurswhen a
packet is fragmented into smaller packets which
must individually pass through a subsequent
network with a larger packet size than the original
unfragmented packet. We expect that most networks
will naturally select packet sizes close to one
another, but in any case, an increase in packet size
in one net, even when it causes fragmentation, will
not increase the cost of transmission and may
actually decrease it. In the event that any other
packet charging policies (than the one we suggest)
are adopted, differences in cost can be used as an
economic lever toward optimisation of individual
network performance.

PROCESS LEVEL COMMUNICATION

We suppose that processes wish to communicate
in full duplex with their correspondents using
unbounded but finite length messages. A single
character might constitute the text of a message
from a process to aterminal or vice versa. An entire
page of characters might constitute the text of a
message from afile to aprocess. A data stream (e.g.
a continuously generated bit string) can be
represented as a sequence of finite length messages.

Within a HosT we assume that existence of a
transmission control program (TCP) which handles
the transmission and acceptance of messages on
behalf of the processesit serves. The TCPisin turn
served by one or more packet switches connected to
the Host in which the TCP resides. Processes that
want to communicate present messages to the TCP
for transmission, and TCP's deliver incoming
messages to the appropriate destination processes.
We alow the TCP to break up messages into
segments because the destination may restrict the
amount of data that may arrive, because the local
network may limit the maximum transmissin size,
or because the TCP may need to share its resources
among many processes concurrently. Furthermore,
we constrain the length of a segment to an integral
number of 8-bit bytes. This uniformity is most
helpful in simplifying the software needed with
HosT machines of different natural word lengths.
Provision at the process level can be made for
padding a message that is not an integral number of
bytes and for identifying which of the arriving bytes
of text contain information of interest to the
receiving process.

Mutliplexing and demultiplexing of segments
among processes are fundamental tasks of the TCP.
On transmission, a TCP must multiplex together
segments from different source processes and
produce internetwork packets for delivery to one of
its serving packet switches. On reception, a TCP
will accept a sequence of packets from its serving
packet switch(es). From this sequence of arriving
packets (generally from different Hosrs), the TCP

must be able to reconstruct and deliver messages to
the proper destination processes.

We assume that every segment is augmented
with additional information that allows transmitting
and receiving TCP's to identify destination and
source processes, respectively. At this point, we
must face a major issue. How should the source
TCP format segments destined for the same
destination TCP? We consider two cases.

Case 1): If we take the position that segment
boundaries are immaterial and that a byte stream
can be formed of segments destined for the same
TCP, then we may gain improved transmission
efficiency and resource sharing by arbitrarily
parceling the stream into packets, permitting many
segments to share a single internetwork packet
header. However, this position results in the need to
reconstruct exactly, and in order, the stream of text
bytes produced by the source TCP. At the
destination, this stream must first be parsed into
segments and these in turn must be used to
reconstruct messages for delivery to the appropriate
processes.

There are fundamental problems associated with
this strategy due to the possible arrival of packets
out of order at the destination. The most critical
problem appears to be the amount of interference
that processes sharing the same TCP-TCP byte
stream may cause among themselves. This is
especially so at the receiving end. First, the TCP
may be put to some trouble to parse the stream back
into segments and then distribute them to buffers
where messages are reassembled. If it is not readily
apparent that all of a segment has arrived
(remember, it may come as several packets), the
receiving TCP may have to suspend parsing
temporarily until more packets have arrived.
Second, if a packet is missing, it may not be clear
whether succeeding segments, even if they are
identifiable, can be passed on to the receiving
process, unless the TCP has knowledge of some
process level sequencing scheme. Such knowledge
would permit the TCP to decide whether a
succeeding segment could be delivered to its
waiting process. Finding the beginning of a segment
when there are gaps in the byte stream may also be
hard.

Case 2): Alternatively, we might take the
position that the destination TCP should be able to
determine, upon its arrival and without additional
information, for which process or processes a
received packet is intended, and if so, whether it
should be delivered then.

If the TCP is to determine for which process an
arriving packet is intended, every packet must
contain a process header (distinct from the
internetwork header) that completely identifies the
destination process. For simplicity, we assume that
each packet contains text from a single process
which is destined for a single process. Thus each
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packet need contain only one process header. To
decide whether the arriving dataiis deliverable to the
destination process, the TCP must be able to
determine whether the dataisin the proper sequence
(we can make provision for the destination process
to instruct its TCP to ignore sequencing, but thisis
considered a specia case). With the assumption that
each arriving packet contains a process header, the
necessary sequencing and destination process
identification is immediately available to the
destination TCP.

Both Cases 1) and 2) provide for the
demultiplexing and delivery of segments to
destination processes, but only Case 2) does so
without the introduction of potential interprocess
interference. Furthermore, Case 1) introduces extra
machinery to handle flow control on a HosT-to-HosT
basis, since there must also be some provision for
process level control, and this machinery is little
used since the probability is small that within a
given Host, two processes will be coincidentally
scheduled to send messages to the same destination
HosT. For this reason, we select the method of Case
2) as a pat of the internetwork transmission
protocol.

ADDRESS FORMATS

The selection of address formats is a problem
between networks because the local network
addresses of TCP's may vary substantially in format
and size. A uniform internetwork TCP address
space, understood by each cateway and TCP, is
essential to routing and delivery of internetwork
packets.

Similar troubles are encountered when we deal
with process addressing and, more generally, port
addressing. We introduce the notion of ports in
order to permit a process to distinguish between
multiple message streams. The port is simply a
designator of one such message stream associated
with a process. The means for identifying a port are
generaly different in different operating systems,
and therefore, to obtain uniform addressing, a
standard port address format is also required. A port
address designates afull duplex message stream.

TCP ADDRESSING

TCP addressing is intimately bound up in
routeing issues, SiNCe a HosT Or GATEWAY Mmust
choose a suitable destination HosT or GATEWAY for an
outgoing internetwork packet. Let us postulate the
following address format for the TCP address (Fig.
4). The choice for network identification (8 bits)
allows up to 256 distinct networks. This size seems
sufficient for the foreseeable future. Similarly, the
TCP identifier field permits up to 65 536 distinct
TCP's to be addressed, which seems more than
sufficient for any given network.

As each packet passes through a caTeway, the
GATEWAY observes the destination network ID to
determine how to route the packet. If the destination
network is connected to the caTeway, the lower 16
bits of the TCP address are used to produce a local
TCP address in the destination network. If the
destination network is not connected to the
GATEWAY, the upper 8 bits are used to select a
subsequent cateway. We make no effort to specify
how each individual network shall associate the
internetwork TCP identifier with its local TCP
address. We a'so do not rule out the possibility that
the local network understands the internetwork
addressing scheme and thus alleviates the caTEwAY
of the routing responsibility.

PORT ADDRESSING

A receiving TCP is faced with the task of
demultiplexing the stream of internetwork packets it
receives and reconstructing the original messages
for each destination process. Each operating system
has its own internal means of identifying processes
and ports. We assume that 16 bits are sufficient to
serve as internetwork port identifiers. A sending
process need not know how the destination port
identification will be used. The destination TCP will
be able to parse this number appropriately to find
the proper buffer into which it will place arriving
packets. We permit a large port number field to
support processes which want to distinguish
between many different message streams
concurrently. In reality, we do not care how the 16
bits are sliced up by the TCP sinvolved.

a 168

| NETWGHHI TCP IDENTIFIER I

Fig.4. TCPaddress.

Even though the transmitted port name field is
large, it is still a compact external name for the
internal representation of the port. The use of short
names for port identifiers is often desirable to
reduce transmission overhead and possibly reduce
packet processing time at the destination TCP.
Assigning short names to each port, however,
requires an initial negotiation between source and
destination to agree on a suitable short name
assignment, the subsequent maintenance of
conversion tables at both the source and the
destination, and a fina transaction to release the
short name. For dynamic assignment of port names,
this negotiation is generally necessary in any case.

SEGMENT AND PACKET FORMATS
As shown in Fig. 5, messages are broken by the

TCP into segments whose format is shown in more
detall in Fig. 6. The field lengths illustrated are
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merely suggestive. The first two fields (source port
and destination port in the figure) have already been
discussed in the preceding section on addressing.
The uses of the third and fourth fields (window and
acknowledgement in the figure) will be discussed
later in the section on retransmission and duplicate
detection.

We recall from Fig. 3 that an internetwork
header contains both a sequence number and a byte
count, as well as aflag field and a check sum. The
uses of these fields are explained in the following
section.

REASSEMBLY AND SEQUENCING

The reconstruction of a message at the receiving
TCP clearly requires! that each internetwork packet
carry a sequence number which is unique to its
particular destination port message stream. The
sequence numbers must be monotonic increasing
(or decreasing) since they are used to reorder and
reassemble arriving packets into a message. If the
space of sequence numbers were infinite, we could
simply assign the next one to each new packet.
Clearly, this space cannot be infinite, and we will
consider what problems a finite sequence number
space will cause when we discuss retransmission
and duplicate detection in the next section. We
propose the following scheme for performing the
sequencing of packets and hence the reconstruction
of messages by the destination TCP.

A pair of ports will exchange one or more
messages over a period of time. We could view the
sequence of messages produced by one port as if it
were embedded in an infinitely long stream of bytes.
Each byte of the message has a unique sequence
number which we take to be its byte location
relative to the beginning of the stream. When a
segment is extracted from the message by the source
TCP and formatted for internetwork transmission,
the relative location of the first byte of segment text
is used as the sequence number for the packet. The
byte count field in the internetwork header accounts
for al the text in the segment (but does not include
the check-sum bytes or the bytes in either
internetwork or process header). We emphasi se that

L In the case of encrypted packets, a preliminary stage of reassembly may
be required prior to decryption.
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Fig.9. Message splitting and packet splitting.
the sequence number associated with a given packet
is unique only to the pair of ports that are
communicating (see Fig. 7). Arriving packets are
examined to determine for which port they are
intended. The sequence numbers on each arriving
packet are then used to determine the relative
location of the packet text in the messages under
reconstruction. We note that this allows the exact
position of the data in the reconstructed message to
be determined even when pieces are still missing.

Every segment produced by a source TCP is
packaged in a single internetwork packet and a
check sum is computed over the text and process
header associated with the segment.

The splitting of messages into segments by the
TCP and the potential splitting of segments into
smaller pieces by caTEwAY creates the necessity for
indicating to the destination TCP when the end of a
segment (ES) has arrived and when the end of a
message (EM) has arrived. The flag field of the
internetwork header is used for this purpose (see
Fig. 8).

The ESflag is set by the source TCP each time it
prepares a segment for transmission. If it should
happen that the message is completely contained in
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the segment, then the EM flag would also be set.
The EM flag is aso set on the last segment of a
message, if the message could not be contained in
one segment. These two flags are used by the
destination TCP, respectively, to discover the
presence of a check sum for a given segment and to
discover that a complete message has arrived.

The ES and EM flagsin the internetwork header
are known to the cateway and are of specia
importance when packets must be split apart from
propagation through the next local network. We
illustrate their use with an examplein Fig. 9.

The original message A in Fig. 9 is shown split
into two segments A, and A, and formatted by the
TCPinto a pair of internetwork packets. Packets A,
and A, have their ES bits set, and A, has its EM bit
set as well. When packet A; passes through the
GATEWAY, it is split into two pieces: packet A,; for
which neither EM nor ES bits are set, and packet
A1, whose ES bit is set. Similarly, packet A, is split
such that the first piece, packet A,q, has neither bit
set, but packet Ay, has both bits set. The sequence
number field (SEQ) and the byte count field (CT) of
each packet is modified by the caTeway to properly
identify the text bytes of each packet. The caTEwAY
need only examine the internetwork header to do
fragmentation.

The destination TCP, upon reassembling
segment A4, will detect the ES flag and will verify
the check sum it knows is contained in packet Aq».
Upon receipt of packet A,,, assuming all other
packets have arrived, the destination TCP detects
that it has reassembled a complete message and can
now advise the destination process of its receipt.

RETRANSMISSION AND DUPLICATE
DETECTION

No transmission can be 100 percent reliable. We
propose a timeout and positive acknowledgement
mechanism which will allow TCP’ s to recover from
packet losses from one Host to another. A TCP
transmits packets and waits for replies
(acknowledgements) that are carried in the reverse
packet stream. If no acknowledgement for a
particular packet is received, the TCP will
retransmit. It is our expectation that the Host level
retransmission mechanism, which is described in
the following paragraphs, will not be called upon
very often in practice. Evidence already exists? that
individual networks can be effectively constructed
without this feature. However, the inclusion of a
HosT retransmission capability makes it possible to
recover from occasional network problems and
allows awide range of HosT protocol strategiesto be
incorporated. We envision it will occasionaly be
invoked to allow Host accommodation to infrequent
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overdemands for limited buffer resources, and
otherwise not used much.

Any retransmission policy requires some means
by which the receiver can detect duplicate arrivals.
Even if an infinite number of distinct packet
sequence numbers were available, the receiver
would still have the problem of knowing how long
to remember previously received packets in order to
detect duplicates. Matters are complicated by the
fact that only a finite number of distinct sequence
numbers are in fact available, and if they are reused,
the receiver must be able to distinguish between
new transmissions and retransmissions.

A window strategy, similar to that used by the
French cycLADEs system (voie virtuelle transmission
mode [8]) and the ARPANET very distant Hosrt
connection [18]), is proposed here (see Fig. 10).

Suppose that the sequence number field in the
internetwork header permits sequence numbers to
range from O to n - 1. We assume that the sender
will not transmit more than w bytes without
receiving an acknowledgment. The w bytes serve as
the window (see Fig. 11). Clearly, w must be less
than n. The rules for sender and receiver are as
follows.

Sender: Let L be the sequence number
associated with the left window edge.

1) The sender transmits bytes from segments
whose text liesbetween L anduptoL + w - 1.

2) On timeout (duration unspecified), the sender
retransmits unacknowledged bytes.

3) On receipt of acknowledgment consisting of
the receiver’s current left window edge, the sender’s

2 The ARPANET is one such example.

© 1974 |EEE. Reprinted, with permission, from IEEE Trans on Comms, Vol Com-22, No 5 May 1974



left window edge is advanced over the
acknowledged bytes (advancing the right window
edge implicity).

Receiver:

1) Arriving packets whose sequence numbers
coincide with the receiver’s current left window
edge are acknowledged by sending to the source the
next sequence number expected. This effectively
acknowledges bytes in between. The left window
edge is advanced to the next sequence number
expected.

2) Packets arriving with a sequence number to
the left of the window edge (or, in fact, outside of
the window) are discarded, and the current left
window edge is returned as acknowledgement.

3) Packets whose sequence numbers lie within
the receiver’s window but do not coincide with the
receiver’s left window edge are optionally kept or
discarded, but are now acknowledged. This is the
case when packets arrive out of order.

We make some observations on this strategy.
First, all computations with sequence numbers and
window edges must be made modulo n (e.g., byte 0
follows byte n- 1). Second, w must be less than n/23;
otherwise a retransmission may appear to the
receiver to be anew transmission in the case that the
receiver can either save or discard arriving packets
whose sequence numbers do not coincide with the
receiver's left window. Thus, in the simplest
implementation, the receiver need not buffer more
than one packet per message stream if space is
critical.  Fourth, multiple packets can be
acknowledged simultaneously. Fifth, the receiver is
able to deliver messages to processes in their proper
order as a natura result of the reassembly
mechanism. Sixth, when duplicates are detected, the
acknowledgment method used naturally works to
resynchronize sender and receiver. Furthermore, if
the receiver accepts packets whose sequence
numbers lie within the current window but which
are not coincident with the left window edge, an
acknowledgment consisting of the current |eft
window edge would act as a stimulus to cause
retransmission of the unacknowledged bytes.
Finally, we mention an overlap problem which
results from retransmission, packet splitting, and
aternate routing of packets through different
GATEWAYS.

A 600-byte packet might pass through one
GATEWAY and be broken into two 300-byte packets.
On retransmission, the same packet might be broken
into three 200-byte packets going through a
different Host. Since each byte has a sequence
number, there is no confusion at the receiving TCP.
We leave for later the issue of initialy
synchronizing the sender and receiver left window
edges and the window size.

FLOW CONTROL

Every segment that arrives at the destination
TCP is ultimately acknowlegded by returning the
sequence number of the next segment which must
be passed to the process (it may not yet have
arrived).

Earlier we described the use of a sequence
number space and window to aid in duplicate
detection. Acknowledgments are carried in the
process header (see Fig. 6) and aong with them
there is provision for a “suggested window” which
the receiver can use to control the flow of data from
the sender. This is intended to be the main
component of the process flow control mechanism.
The receiver is free to vary the window size
according to any algorithm it desires so long as the
window size never exceeds half the seqguence
number space.>

This flow control mechanism is exceedingly
powerful and flexible and does not suffer from
synchronization troubles that may be encountered
by incremental buffer allocation schemes [9], [10].
However, it relies heavily on an effective
retransmission strategy. The receiver can reduce the
window even while packets are en route from the
sender whose window is presently larger. The net
effect of this reduction will be that the receiver may
discard incoming packets (they may be outside the
window) and reiterate the current window size
aong with a current window edge as
acknowledgment. By the same token, the sender
can, upon occasion, choose to send more than a
window’s worth of data on the possibility that the
receiver will expand the window to accept it (of
course, the sender must not send more than half the
sequence number space at any time). Normally, we
would expect the sender to abide by the window
limitation. Expansion of the window by the receiver
merely alows more data to be accepted. For the
receiving Host with a small amount of buffer space,
a strategy of discarding all packets whose sequence
numbers do not coincide with the current left edge
of the window is probably necessary, but it will
incur the expense of extra delay and overhead for
retransmission.

TCPINPUT/OUTPUT HANDLING

The TCP has a component which handles input/
output (1/0) to and from the network.* When a
packet has arrived, it validates the addresses and
places the packet on a queue. A pool of buffers can
be set up to handle arrivals, and if al available
buffers are used up, succeeding arrivals can be
discarded since unacknowledged packets will be
retransmitted.

3 Actual ly n/2 ismerely aconvenient number to use; it isonly required that
aretransmission not appear to be anew transmission.

4 This component can serve to handle other protocols whose associated
control programs are designated by internetwork destination address.
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On output, a smaller amount of buffering is
needed, since process buffers can hold the datato be
transmitted. Perhaps double buffering will be
adequate. We make no attempt to specify how the
buffering should be done, except to require that it be
able to service the network with as little overhead as
possible. Packet sized buffers, one or more ring
buffers, or any other combination are possible
candidates.

When a packet arrives at the destination TCP, it
is placed on a queue which the TCP services
frequently. For example, the TCP could be
interrupted when a queue placement occurs. The
TCP then attempts to place the packet text into the
proper place in the appropriate process receive
buffer. If the packet terminates a segment, then it
can be checksummed and acknowledged. Placement
may fail for several reasons.

1) The destination process may not be prepared
to receive from the stated source, or the destination
port ID may not exist.

2) There may beinsufficient buffer space for the
text.

3) The beginning sequence number of the text
may not coincide with the next sequence number to
be delivered to the process (e.g., the packet has
arrived out of order).

In the first case, the TCP should simply discard
the packet (thus far, no provision has been made for
error acknowledgments). In the second and third
cases, the packet sequence number can be inspected
to determine whether the packet text lies within the
legitimate window for reception. If it does, the TCP
may optionally keep the packet queued for later
processing. If not, the TCP can discard the packet.
In either case the TCP can optionally acknowledge
with the current left window edge.

It may happen that the process receive buffer is
not present in the active memory of the Hosr, but is
stored on secondary storage. If this is the case, the
TCP can prompt the scheduler to bring in the
appropriate buffer and the packet can be queued for
later processing.

If there are no more input buffers available to
the TCP for temporary queuing of incoming
packets, and if the TCP cannot quickly use the
arriving data (e.g., a TCP to TCP message), then the
packet is discarded. Assuming a sensibly
functioning system, no other processes than the one
for which the packet was intended should be
affected by this discarding. If the delayed
processing queue grows excessively long, any
packets in it can be safely discarded since none of
them have yet been acknowledged. Congestion at
the TCP level is flexibly handled owing to the
robust retransmission and duplicate detection

strategy.
TCP/PROCESS COMMUNICATION

In order to send a message, a process sets up its
text in a buffer region in its own address space,
inserts the requisite control information (described
in the following list) in a transmit control block
(TCB) and passes control to the TCP. The exact
form of a TCB is not specified here, but it might
take the form of a passed pointer, a pseudointerrupt,
or various other forms. To receive a message in its
address space, a process sets up a receive buffer,
inserts the requisite control information in areceive
control block (RCB) and again passes control to the
TCP.

In some simple systems, the buffer space may in
fact be provided by the TCP. For simplicity we
assume that a ring buffer is used by each process,
but other structures (e.g., buffer chaining) are not
ruled out.

A possible format for the TCB is shown in Fig.
11. The TCB contains information necessary to
allow the TCP to extract and send the process data.
Some of the information might be implicitly known,
but we are not concerned with that level of detail.
The various fields in the TCB are described as
follows.

1) Source Address: This is the full net/Host/
TCP/port address of the transmitter.

2) Destination Address: Thisisthe full net/Host/
TCP/port of the receiver.

3) Next Packet Sequence Number: This is the
sequence number to be used for the next packet the
TCP will transmit from this port.

4) Current Buffer Size: Thisisthe present size of
the process transmit buffer.

5) Next Write Position: Thisisthe address of the
next position in the buffer at which the process can
place new data for transmission.

6) Next Read Position: This is the address at
which the TCP should begin reading to build the
next segment for output.

7) End Read Position: This is the address at
which the TCP should halt transmission. Initialy 6)
and 7) bound the message which the process wishes
to transmit.

8) Number of Retransmissions/Maximum
Retransmissions: These fields enable the TCP to
keep track of the number of times it has
retransmitted the data and could be omitted if the
TCPisnot to give up.

9) Timeout/Flags: The timeout field specifies
the delay after which unacknowledged data should
be retransmitted. The flag field is used for
semaphores and other TCP/process synchronization
status reporting, etc.

10) Current Acknowledgment/Window: The
current acknowledgment field identifies the first
byte of data still unacknowledged by the destination
TCP.

The read and write positions move circularly
around the transmit buffer, with the write position
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aways to the left (module the buffer size) of the
read position.

The next packet sequence number should be
constrained to be less than or equal to the sum of the
current acknowledgment and the window fields. In
any event, the next sequence number should not
exceed the sum of the current acknowledgment and
half of the maximum possible sequence number (to
avoid confusing the receiver’s duplicate detection
algorithm). A possible buffer layout isshown in Fig.
12.

The RCB is substantially the same, except that
the end read field is replaced by a partial segment
check-sum register which permits the receiving
TCP to compute and remember partial check sums
in the event that a segment arrives in severd
packets. When the fina packet of the segment
arrives, the TCP can verify the check sum and if
successful, acknowledge the segment.

CONNECTIONS AND ASSOCIATIONS

Much of the thinking about process-to-process
communication in paket switched networks has
been influenced by the ubiquitous tel ephone system.
The HOST-HOST protocol for the ARPANET deals
explicitly with the opening and closing of simplex
connections between processes [9],[10]. Evidence
has been presented that message-based “ connection-
free” protocols can be constructed [12], and this
leads us to carefully examine the notion of a
connection.

The term connection has a wide variety of
meanings. It can refer to a physical or logical path
between two entities, it can refer to the flow over the
path, it can inferentially refer to an action associated
with the setting up of a path, or it can refer to an
association between two or more entities, with or
without regard to any path between them. In this
paper, we do not explicitly reect the term
connection, since it is in such widespread use, and
does connote a meaningful relation, but consider it
exclusively in the sense of an association between
two or more entities without regard to a path. To be
more precise about our intent, we shall define the
relationship between two or more ports that are in
communication, or are prepared to communicate to
be an association. Ports that are associated with
each other are called associates.

It is clear that for any communication to take
place between two processes, one must be able to
address the other. The two important cases here are
that the destination port may have a globa and
unchanging address or that it may be globally
unique but dynamically reassigned. While in either
case the sender may have to learn the destination
address, given the destination name, only in the
second instance is there a requirement for learning
the address from the destination (or its
representative) each time an association is desired.

Only after the source has learned how to address the
destination can an association be said to have
occurred. But thisis not yet sufficient. If ordering of
delivered messagesis also desired, both TCP' s must
maintain sufficient information to alow proper
sequencing. When thisinformation is also present at
both ends, then an association is said to have
occurred.

Note that we have not said anything about a
path, nor anything which implies that either end be
aware of the condition of the other. Only when both
partners are prepared to communicate with each
other has an association occurred, and it is possible
that neither partner may be able to verify that an
association exists until some data flows between
them.

CONNECTION-FREE PROTOCOLSWITH
ASSOCIATIONS

In the ARPANET, the interface message processors
(IMP’s) do not have to open and close connections
from source to destination. The reason for this is
that connections are, in effect, always open, since
the address of every source and destination is never
reassigned. When the name and the place are static
and unchanging, it is only necessary to label a
packet with source and destination to transmit it
through the network. In our parlance, every source
and destination forms an association.

In the case of processes, however, we find that
port addresses are continually being used and
reused. Some ever present processes could be
assigned fixed addresses which do not change (e.g.,
the logger process). If we supposed, however, that
every TCP had an infinite supply of port addresses
so that no old address would ever be reused, then
any dynamically created port would be assigned the
next unused address. In such an environment, there
could never be any confusion by source and
destination TCP as to the intended recipient or
implied source of each message, and all ports would
be associates.

Unfortunately, TCP's (or more properly,
operating systems) tend not to have an infinite
supply of internal port addresses. These internal
addresses are reassigned after the demise of each
port. Walden [12] suggests that a set of unique
uniform external port addresses could be supplied
by a central registry. A newly created port could
apply to the central registry for an address which the
central registry would guarantee to be unused by
any Host system in the network. Each TCP could
maintain tables matching external names with

5 Unlessthe IMP is physically moved to another site, or the HOST is con-
nected to adifferent IMP.
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Fig. 12.

internal ones, and use the externa ones for
communication with other processes. This idea
violates the premise that interprocess
communication should not require centralized
control. One would have to extend the centra
registry service to include all Hosr's in al the
interconnected networks to apply this idea to our
situation, and we therefore do not attempt to adopt
it.

Let us consider the situation from the standpoint
of the TCP. In order to send or receive data for a
given port, the TCP needsto set up a TCB and RCB
and initialize the window size and left window edge
for both. On the receive side, thistask might even be
delayed until the first packet destined for a given
port arrives. By convention, the first packet should
be marked so that the receiver will synchronize to
the received sequence number.

On the send side, the first request to transmit
could cause a TCB to be set up with some initia
sequence number (say, zero) and an assumed
window size. The receiving TCP can reject the
packet if it wishes and notify the sending TCP of the
correct window size via the acknowledgment
mechanism, but only if either

1) we insist that the first packet be a complete
segment;

2) an acknowledgment can be sent for the first
packet (even if not a segment, as long as the
acknowledgment specifies the next sequence
number such that the source also understands that
no bytes have been accepted).

It is apparent, therefore, that the synchronizing
of window size and left window edge can be
accomplished without what would ordinarily be
called a connection setup.

The first packet referencing a newly created
RCB sent from one associate to another can be
marked with a bit which requests that the receiver
synchronize his left window edge with the sequence
number of the arriving packet (see SYN bit in Fig.
8). The TCP can examine the source and destination
port addresses in the packet and in the RCB to
decide whether to accept or ignore the request.

Provision should be made for a destination
process to specify that it is willing to LisTeEN to a
specific port or “any” port. This last idea permits
processes such as the logger process to accept data
arriving from unspecified sources. This is purely a
HosT matter, however.

Transmit buffer layout.

The initial packet may contain data which can
be stored or discarded by the destination, depending
on the availability of destination buffer space at the
time. In the other direction, acknowledgment is
returned for receipt of data which also specifies the
receiver’ swindow size.

If the receiving TCP should want to reject the
synchronization request, it merely transmits an
acknowledgment carrying a release (REL) bit (see
Fig. 8) indicating that the destination port addressis
unknown or inaccessible. The sending HosT waits
for the acknowledgment (after accepting or
rejecting the synchronization request) before
sending the next message or segment. This rejection
is quite different from a negative data
acknowledgment. We do not have explicit negative
acknowledgments. If no acknowledgment is
returned, the sending Host may retransmit without
introducing confusion if, for example, the left
window edge is not changed on the retransmission.

Because messages may be broken up into many
packets for transmission or during transmission, it
will be necessary to ignore the REL flag except in
the case that the EM flag is also set. This could be
accomplished either by the TCP or by the caTEwAY
which could reset the flag on all but the packet
containing the set EM flag (see Fig. 9).

At the end of an association, the TCP sends a
packet with ES, EM, and REL flags set. The packet
sequence number scheme will aert the receiving
TCP if there are still outstanding packets in transit
which have not yet arrived, so a premature
dissociation cannot occur.

To assure that both TCP's are aware that the
association has ended, we insist that the receiving
TCP respond to the REL by sending a REL
acknowledgment of its own.

Suppose now that a process sends a single
message to an associate including a REL along with
the data. Assuming an RCB has been prepared for
the receiving TCP to accept the data, the TCP will
accumulate the incoming packets until the one
marked ES, EM, REL arrives, at which point a REL
is returned to the sender. The association is thereby
terminated and the appropriate TCB and RCB are
destroyed. If the first packet of a message contains a
SY N request bit and the last packet contains ES, EM
and REL bits, then data will flow “one message at a
time.” This mode is very similar to the scheme
described by Walden [12], since each succeeding
message can only be accepted at the receiver after a
new LisTeN (like Walden's rReceive) command is
issued by the receiving process to its serving TCP.
Note that only if the acknowledgment is received by
the sender can the association be terminated
properly. It has been pointed out® that the receiver
may erroneously accept duplicate transmissions if
the sender does not receive the acknowledgment.
This may happen if the sender transmits a duplicate

6's. Crocker of APRA/IPT.
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message with the SYN and REL bits set and the
destination has already destroyed any record of the
previous transmission. One way of preventing this
problem is to destroy the record of the association at
the destination only after some known and suitably
chosen timeout. However, this implies that a new
association with the same source and destination
port identifiers could not be established until this
timeout had expired. This problem can occur even
with sequences of messages whose SYN and REL
bits are separated into different internetwork
packets. We recognize that this problem must be
solved, but do not go into further detail here.

Alternatively, both processes can send one
message, causing the respective TCP's to allocate
RCB/TCB pairs at both ends which rendezvous with
the exchanged data and then disappear. If the
overhead of creating and destroying RCB’s and
TCB’s is small, such a protocol might be adequate
for most low-bandwidth uses. This idea might also
form the basis for a relatively secure transmission
system. If the communicating processes agree to
change their external port addresses in some way
known only to each other (i.e., pseudorandom), then
each message will appear to the outside world as if
it is part of a different association message stream.
Even if the data is intercepted by a third party, he
will have no way of knowing that the data should in
fact be considered part of a sequence of messages.

We have described the way in which processes
develop associations with each other, thereby
becoming associates for possible exchange of data.
These associations need not involve the
transmission of data prior to their formation and
indeed two associates need not be able to determine
that they are associates until they attempt to
communicate.

CONCLUSIONS

We have discussed some fundamental issues
related to the interconnection of packet switching
networks. In particular, we have described a simple
but very powerful and flexible protocol which
provides for variation in individual network packet
sizes, transmission failures, sequencing, flow
control, and the creation and destruction of process-
to-process associations. We have considered some
of the implementation issues that arise and found
that the proposed protocol is implementable by
HosT's of widely varying capacity.

The next important step is to produce a detailed
specification of the protocol so that some initial
experiments with it can be performed. These
experiments are needed to determine some of the
operational parameters (e.g., how often and how far
out of order do packets actually arrive; what sort of
delay is there between segment acknowledgments,
what should retransmission timeouts be?) of the
proposed protocol.
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END-TO-END ARGUMENTS IN SYSTEM DESIGN
J.H. Saltzer, D.P. Reed and D.D. Clark*®

M.I.T. Laboratory for Computer Science

This paper presents a design principle that helps guide placement of functions among the
modules of adistributed computer system. The principle, called the end-to-end argument,
suggests that functions placed at low levels of a system may be redundant or of little
value when compared with the cost of providing them at that low level. Examples
discussed in the paper include bit error recovery, security using encryption, duplicate
message suppression, recovery from system crashes, and delivery acknowledgement. Low
level mechanisms to support these functions are justified only as performance
enhancements.

Introduction

Choosing the proper boundaries between functions is perhaps the primary activity of the
computer system designer. Design principles that provide guidance in this choice of function
placement are among the most important tools of a system designer. This paper discusses one
class of function placement argument that has been used for many years with neither explicit
recognition nor much conviction. However, the emergence of the data communication network as
a computer system component has sharpened this line of function placement argument by making
more apparent the situations in which and reasons why it applies. This paper articulates the
argument explicitly, so as to examine its nature and to see how general it really is. The argument
appeals to application requirements, and provides a rationale for moving function upward in a
layered system, closer to the application that uses the function. We begin by considering the
communication network version of the argument.

In a system that includes communications, one usually draws a modular boundary around the
communication subsystem and defines a firm interface between it and the rest of the system.
When doing so, it becomes apparent that there is a list of functions each of which might be
implemented in any of several ways. by the communication subsystem, by its client, as ajoint
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venture, or perhaps redundantly, each doing its own version. In reasoning about this choice, the
requirements of the application provide the basis for a class of arguments, which go as follows:

The function in question can completely and correctly be implemented only with the
knowledge and help of the application standing at the end points of the communication
system. Therefore, providing that questioned function as a feature of the communication
system itself is not possible. (Sometimes an incomplete version of the function provided
by the communication system may be useful as a performance enhancement.)

We call this line of reasoning against low-level function implementation the "end-to-end
argument.” The following sections examine the end-to-end argument in detail, first with a case
study of a typical example in which it is used — the function in question is reliable data
transmission — and then by exhibiting the range of functions to which the same argument can be
applied. For the case of the data communication system, this range includes encryption, duplicate
message detection, message sequencing, guaranteed message delivery, detecting host crashes,
and delivery receipts. In a broader context the argument seems to apply to many other functions
of a computer operating system, including its file system. Examination of this broader context
will be easier if wefirst consider the more specific data communication context, however.

End-to-end caretaking

Consider the problem of "careful file transfer.” A file is stored by a file system, in the disk
storage of computer A. Computer A is linked by a data communication network with computer
B, which also has afile system and a disk store. The object is to move the file from computer A's
storage to computer B's storage without damage, in the face of knowledge that failures can occur
at various points along the way. The application program in this case is the file transfer program,
part of which runs at host A and part at host B. In order to discuss the possible threats to the file's
integrity in this transaction, let us assume that the following specific steps are involved:

1. At host A thefile transfer program calls upon the file system to read the file from the disk,
where it resides on several tracks, and the file system passes it to the file transfer program in
fixed-size blocks chosen to be disk-format independent.

2. Also at host A the file transfer program asks the data communication system to transmit the
file using some communication protocol that involves splitting the data into packets. The
packet sizeistypically different from the file block size and the disk track size.

3. Thedata communication network moves the packets from computer A to computer B.

4. At host B adata communication program removes the packets from the data communication
protocol and hands the contained data on to a second part of the file transfer application, the
part that operates within host B.

5. At host B, thefiletransfer program asks the file system to write the received data on the disk
of host B.

With this model of the stepsinvolved, the following are some of the threats to the transaction that
a careful designer might be concerned about:

1. Thefile, though originally written correctly onto the disk at host A, if read now may contain
incorrect data, perhaps because of hardware faults in the disk storage system.

2. The software of the file system, the file transfer program, or the data communication system
might make a mistake in buffering and copying the data of the file, either at host A or host
B.

3. The hardware processor or its local memory might have a transient error while doing the
buffering and copying, either at host A or host B.

4. The communication system might drop or change the bits in a packet, or lose a packet or
deliver a packet more than once.
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5. Either of the hosts may crash part way through the transaction after performing an unknown
amount (perhaps all) of the transaction.

How would a careful file transfer application then cope with this list of threats? One approach
might be to reinforce each of the steps along the way using duplicate copies, timeout and retry,
carefully located redundancy for error detection, crash recovery, etc. The goal would be to reduce
the probability of each of the individual threats to an acceptably small value. Unfortunately,
systematic countering of threat two requires writing correct programs, which task is quite
difficult, and not all the programs that must be correct are written by the file transfer application
programmer. If we assume further that all these threats are relatively low in probability — low
enough that the system allows useful work to be accomplished — brute force countermeasures
such as doing everything three times appear uneconomical.

The alternate approach might be called "end-to-end check and retry". Suppose that as an aid to
coping with threat number one, stored with each file is a checksum that has sufficient redundancy
to reduce the chance of an undetected error in the file to an acceptably negligible value. The
application program follows the simple steps above in transferring the file from A to B. Then, as
a final additional step, the part of the file transfer application residing in host B reads the
transferred file copy back from its disk storage system into its own memory, recalculates the
checksum, and sends this value back to host A, where it is compared with the checksum of the
original. Only if the two checksums agree does the file transfer application declare the transaction
committed. If the comparison fails, something went wrong, and aretry from the beginning might
be attempted.

If failuresreally are fairly rare, this technique will normally work on the first try; occasionally a
second or even third try might be required; one would probably consider two or more failures on
the samefile transfer attempt as indicating that some part of the system isin need of repair.

Now let us consider the usefulness of a common proposal, namely that the communication
system provide, internally, a guarantee of reliable data transmission. It might accomplish this
guarantee by providing selective redundancy in the form of packet checksums, sequence number
checking, and internal retry mechanisms, for example. With sufficient care, the probability of
undetected bit errors can be reduced to any desirable level. The question is whether or not this
attempt to be helpful on the part of the communication system is useful to the careful file transfer
application.

The answer is that threat number four may have been eliminated, but the careful file transfer
application must still counter the remaining threats, so it should still provide its own retries based
on an end-to-end checksum of the file. And if it does so, the extra effort expended in the
communication system to provide a guarantee of reliable data transmission is only reducing the
frequency of retries by the file transfer application; it has no effect on inevitability or correctness
of the outcome, since correct file transmission is assured by the end-to-end checksum and retry
whether or not the data transmission system is especially reliable.

Thus the argument: in order to achieve careful file transfer, the application program that performs
the transfer must supply a file-transfer-specific, end-to-end reliability guarantee — in this case, a
checksum to detect failures and a retry/commit plan. For the data communication system to go
out of its way to be extraordinarily reliable does not reduce the burden on the application
program to ensure reliability.

A too-real example

An interesting example of the pitfalls that one can encounter turned up recently at M.1.T.: One
network system involving several local networks connected by gateways used a packet checksum
on each hop from one gateway to the next, on the assumption that the primary threat to correct
communication was corruption of bits during transmission. Application programmers, aware of
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this checksum, assumed that the network was providing reliable transmission, without realizing
that the transmitted data was unprotected while stored in each gateway. One gateway computer
developed a transient error in which while copying data from an input to an output buffer a byte
pair was interchanged, with a frequency of about one such interchange in every million bytes
passed. Over a period of time many of the source files of an operating system were repeatedly
transferred through the defective gateway. Some of these source files were corrupted by byte
exchanges, and their owners were forced to the ultimate end-to-end error check: manual
comparison with and correction from old listings.

Performance aspects

It would be too simplistic to conclude that the lower levels should play no part in obtaining
reliability, however. Consider a network that is somewhat unreliable, dropping one message of
each hundred messages sent. The simple strategy outlined above, transmitting the file and then
checking to see that the file arrived correctly, would perform more poorly as the length of the file
increases. The probability that all packets of afile arrive correctly decreases exponentialy with
the file length, and thus the expected time to transmit the file grows exponentially with file
length. Clearly, some effort at the lower levels to improve network reliability can have a
significant effect on application performance. But the key idea here is that the lower levels need
not provide "perfect” reliability.

Thus the amount of effort to put into reliability measures within the data communication system
is seen to be an engineering tradeoff based on performance, rather than a requirement for
correctness. Note that performance has several aspects here. If the communication system is too
unreliable, the file transfer application performance will suffer because of frequent retries
following failures of its end-to-end checksum. If the communication system is beefed up with
internal reliability measures, those measures have a performance cost, too, in the form of
bandwidth lost to redundant data and delay added by waiting for internal consistency checks to
complete before delivering the data. There islittle reason to push in this direction very far, when
it is considered that the end-to-end check of the file transfer application must still be implemented
no matter how reliable the communication system becomes. The "proper” tradeoff requires
careful thought; for example one might start by designing the communication system to provide
just the reliability that comes with little cost and engineering effort, and then evaluate the residual
error level to insure that it is consistent with an acceptable retry frequency at the file transfer
level. It is probably not important to strive for a negligible error rate at any point below the
application level.

Using performance to justify placing functions in alow-level subsystem must be done carefully.
Sometimes, by examining the problem thoroughly, the same or better performance enhancement
can be achieved at the high level. Performing a function at alow level may be more efficient, if
the function can be performed with a minimum perturbation of the machinery already included in
the low-level subsystem, but just the opposite situation can occur — that is, performing the
function at the lower level may cost more — for two reasons. First, since the lower level
subsystem is common to many applications, those applications that do not need the function will
pay for it anyway. Second, the low-level subsystem may not have as much information as the
higher levels, so it cannot do the job as efficiently.

Frequently, the performance tradeoff is quite complex. Consider again the careful file transfer on
an unreliable network. The usual technique for increasing packet reliability is some sort of per-
packet error check with a retry protocol. This mechanism can be implemented either in the
communication subsystem or in the careful file transfer application. For example, the receiver in
the careful file transfer can periodically compute the checksum of the portion of the file thus far
received and transmit this back to the sender. The sender can then restart by retransmitting any
portion that arrived in error.
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The end-to-end argument does not tell us where to put the early checks, since either layer can do
this performance-enhancement job. Placing the early retry protocol in the file transfer application
simplifies the communication system, but may increase overall cost, since the communication
system is shared by other applications and each application must now provide its own reliability
enhancement. Placing the early retry protocol in the communication system may be more
efficient, since it may be performed inside the network on a hop-by-hop basis, reducing the delay
involved in correcting a failure. At the same time, there may be some application that finds the
cost of the enhancement is not worth the result but it now has no choice in the matter” . A great
deal of information about system implementation is needed to make this choice intelligently.

Other examples of the end-to-end argument

Delivery guarantees

The basic argument that a lower-level subsystem that supports a distributed application may be
wasting its effort providing a function that must by nature be implemented at the application
level anyway can be applied to a variety of functions in addition to reliable data transmission.
Perhaps the oldest and most widely known form of the argument concerns acknowledgement of
delivery. A data communication network can easily return an acknowledgement to the sender for
every message delivered to a recipient. The ARPANET, for example, returns a packet known as
"Request For Next Message" (RFNM)[1] whenever it delivers a message. Although this
acknowledgement may be useful within the network as a form of congestion control (originally
the ARPANET refused to accept another message to the same target until the previous RFNM
had returned) it was never found to be very helpful to applications using the ARPANET. The
reason is that knowing for sure that the message was delivered to the target host is not very
important. What the application wants to know is whether or not the target host acted on the
message; all manner of disaster might have struck after message delivery but before completion
of the action requested by the message. The acknowledgement that is really desired is an end-to-
end one, which can be originated only by the target application —"I did it", or "I didn't."

Another strategy for obtaining immediate acknowledgements is to make the target host
sophisticated enough that when it accepts delivery of a message it also accepts responsibility for
guaranteeing that the message is acted upon by the target application. This approach can
eliminate the need for an end-to-end acknowledgement in some, but not all applications. An end-
to-end acknowledgement is still required for applications in which the action requested of the
target host should be done only if similar actions requested of other hosts are successful. This
kind of application requires a two-phase commit protocol[5,10,15], which is a sophisticated end-
to-end acknowledgement. Also, if the target application may either fail or refuse to do the
requested action, and thus a negative acknowledgement is a possible outcome, an end-to-end
acknowledgement may still be a requirement.

Secure transmission of data

Another area in which an end-to-end argument can be applied is that of data encryption. The
argument here is threefold. First, if the data transmission system performs encryption and
decryption, it must be trusted to manage securely the required encryption keys. Second, the data
will be in the clear and thus vulnerable as it passes into the target node and is fanned out to the
target application. Third, the authenticity of the message must still be checked by the application.
If the application performs end-to-end encryption, it obtains its required authentication check, it

For example, real time transmission of speech has tighter constraints on message delay than on bit-error rate.
Most retry schemes significantly increase the variability of delay.
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can handle key management to its satisfaction, and the data is never exposed outside the
application.

Thus, to satisfy the requirements of the application, there is no need for the communication
subsystem to provide for automatic encryption of al traffic. Automatic encryption of all traffic
by the communication subsystem may be called for, however, to ensure something else — that a
misbehaving user or application program does not deliberately transmit information that should
not be exposed. The automatic encryption of all data as it is put into the network is one more
firewall the system designer can use to ensure that information does not escape outside the
system. Note however, that thisis a different requirement from authenticating access rights of a
system user to specific parts of the data. This network-level encryption can be quite
unsophisticated — the same key can be used by all hosts, with frequent changes of the key. No
per-user keys complicate the key management problem. The use of encryption for application-
level authentication and protection is complementary. Neither mechanism can satisfy both
requirements completely.

Duplicate message suppression

A more sophisticated argument can be applied to duplicate message suppression. A property of
some communication network designs is that a message or a part of a message may be delivered
twice, typically as aresult of time-out-triggered failure detection and retry mechanisms operating
within the network. The network can provide the function of watching for and suppressing any
such duplicate messages, or it can ssmply deliver them. One might expect that an application
would find it very troublesome to cope with a network that may deliver the same message twice;
indeed it is troublesome. Unfortunately, even if the network suppresses duplicates, the
application itself may accidentally originate duplicate requests, in its own failure/retry
procedures. These application level duplications look like different messages to the
communication system, so it cannot suppress them; suppression must be accomplished by the
application itself with knowledge of how to detect its own duplicates.

A common example of duplicate suppression that must be handled at a high level is when a
remote system user, puzzled by lack of response, initiates a new login to a time-sharing system.
For another example, most communication applications involve a provision for coping with a
system crash at one end of a multi-site transaction: reestablish the transaction when the crashed
system comes up again. Unfortunately, reliable detection of a system crash is problematical: the
problem may just be alost or long-delayed acknowledgement. If so, the retried request is now a
duplicate, which only the application can discover. Thus the end-to-end argument again: if the
application level has to have a duplicate-suppressing mechanism anyway, that mechanism can
also suppress any duplicates generated inside the communication network, so the function can be
omitted from that lower level. The same basic reasoning applies to completely omitted messages
aswell asto duplicated ones.

Guaranteeing FIFO message delivery

Ensuring that messages arrive at the receiver in the same order they are sent is another function
usually assigned to the communication subsystem. The mechanism usually used to achieve such
first-in, first-out (FIFO) behavior guarantees FIFO ordering among messages sent on the same
virtual circuit. Messages sent along independent virtual circuits, or through intermediate
processes outside the communication subsystem may arrive in an order different from the order
sent. A distributed application in which one node can originate requests that initiate actions at
several sites cannot take advantage of the FIFO ordering property to guarantee that the actions
requested occur in the correct order. Instead, an independent mechanism at a higher level than the
communication subsystem must control the ordering of actions.
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Transaction management

We have now applied the end-to-end argument in the construction of the SWALLOW distributed
data storage system[15], where it leads to significant reduction in overhead. SWALLOW
provides data storage servers called repositories that can be used remotely to store and retrieve
data. Accessing data at a repository is done by sending it a message specifying the object to be
accessed, the version, and type of access (read/write), plus a value to be written if the accessis a
write. The underlying message communication system does not suppress duplicate messages,
since a) the object identifier plus the version information suffices to detect duplicate writes, and
b) the effect of a duplicate read request message is only to generate a duplicate response, which is
easily discarded by the originator. Consequently, the low-level message communication protocol
issignificantly simplified.

The underlying message communication system does not provide delivery acknowledgement
either. The acknowledgement that the originator of a write request needs is that the data was
stored safely. This acknowledgement can be provided only by high levels of the SWALLOW
system. For read requests, a delivery acknowledgement is redundant, since the response
containing the value read is sufficient acknowledgement. By eliminating delivery
acknowledgements, the number of messages transmitted is halved. This message reduction can
have a significant effect on both host load and network load, improving performance. This same
line of reasoning has also been used in development of an experimental protocol for remote
access to disk records[6]. The resulting reduction in path length in lower-level protocols was
important in maintaining good performance on remote disk access.

Identifying the ends

Using the end-to-end argument sometimes requires subtlety of analyis of application
requirements. For example, consider a computer communication network that carries some
packet voice connections, conversations between digital telephone instruments. For those
connections that carry voice packets, an unusually strong version of the end-to-end argument
applies: if low levels of the communication system try to accomplish bit-perfect communication,
they will probably introduce uncontrolled delays in packet delivery, for example, by requesting
retransmission of damaged packets and holding up delivery of later packets until earlier ones
have been correctly retransmitted. Such delays are disruptive to the voice application, which
needs to feed data at a constant rate to the listener. It is better to accept slightly damaged packets
as they are, or even to replace them with silence, a duplicate of the previous packet, or a noise
burst. The natural redundancy of voice, together with the high-level error correction procedurein
which one participant says "excuse me, someone dropped a glass. Would you please say that
again?' will handle such dropouts, if they are relatively infrequent.

However, this strong version of the end-to-end argument is a property of the specific application
— two people in real-time conversation — rather than a property, say, of speech in general. If one
considers instead a speech message system, in which the voice packets are stored in afile for
later listening by the recipient, the arguments suddenly change their nature. Short delays in
delivery of packets to the storage medium are not particularly disruptive so there is no longer any
objection to low-level reliability measures that might introduce delay in order to achieve
reliability. More important, it is actually helpful to this application to get as much accuracy as
possible in the recorded message, since the recipient, at the time of listening to the recording, is
not going to be able to ask the sender to repeat a sentence. On the other hand, with a storage
system acting as the receiving end of the voice communication, an end-to-end argument does
apply to packet ordering and duplicate suppression. Thus the end-to-end argument is not an
absolute rule, but rather a guideline that helps in application and protocol design analysis; one
must use some care to identify the end points to which the argument should be applied.
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History, and application to other system areas

The individual examples of end-to-end arguments cited in this paper are not original; they have
accumulated over the years. The first example of questionable intermediate delivery
acknowledgements noticed by the authors was the "wait" message of the M.I.T. Compatible
Time-Sharing System, which the system printed on the user's terminal whenever the user entered
a command[3]. (The message had some value in the early days of the system, when crashes and
communication failures were so frequent that intermediate acknowledgements provided some
needed reassurance that all waswell.)

The end-to-end argument relating to encryption was first publicly discussed by Branstad in a
1973 paper[2]; presumably the military security community held classified discussions before
that time. Diffie and Hellman[4] and Kent[8] develop the arguments in more depth, and
Needham and Schroeder[11] devised improved protocols for the purpose.

The two-phase-commit data update protocols of Gray[5], Lampson and Sturgis[10] and Reed[13]
all use aform of end-to-end argument to justify their existence; they are end-to-end protocols that
do not depend for correctness on reliability, FIFO sequencing, or duplicate suppression within
the communication system, since all of these problems may also be introduced by other system
component failures as well. Reed makes this argument explicitly in the second chapter of his
Ph.D. thesis on decentralized atomic actiong[14].

End-to-end arguments are often applied to error control and correctness in application systems.
For example, a banking system usually provides high-level auditing procedures as a matter of
policy and legal requirement. Those high-level auditing procedures will uncover not only high-
level mistakes such as performing a withdrawal against the wrong account, it will also detect
low-level mistakes such as coordination errors in the underlying data management system.
Therefore a costly algorithm that absolutely eliminates such coordination errors may be arguably
less appropriate than a less costly algorithm that just makes such errors very rare. In airline
reservation systems, an agent can be relied upon to keep trying, through system crashes and
delays, until a reservation is either confirmed or refused. Lower level recovery procedures to
guarantee that an unconfirmed request for a reservation will survive a system crash are thus not
vital. In telephone exchanges, a failure that could cause a single call to be lost is considered not
worth providing explicit recovery for, since the caller will probably replace the call if it
matters[7]: All of these design approaches are examples of the end-to-end argument being
applied to automatic recovery.

Much of the debate in the network protocol community over datagrams, virtual circuits, and
connectionless protocols is a debate about end-to-end arguments. A modularity argument prizes a
reliable, FIFO sequenced, duplicate-suppressed stream of data as a system component that is easy
to build on, and that argument favors virtual circuits. The end-to-end argument claims that
centrally-provided versions of each of those functions will be incomplete for some applications,
and those applications will find it easier to build their own version of the functions starting with
datagrams.

A version of the end-to-end argument in a non-communication application was developed in the
1950's by system analysts whose responsibility included reading and writing files on large
numbers of magnetic tape reels. Repeated attempts to define and implement a "reliable tape
subsystem” repeatedly foundered, as flaky tape drives, undependable system operators, and
system crashes conspired against all narrowly focused reliability measures. Eventualy, it became
standard practice for every application to provide its own application-dependent checks and
recovery strategy; and to assume that lower-level error detection mechanisms at best reduced the
frequency with which the higher-level checks failed. As an example, the Multics file backup
system[17], even though it is built on a foundation of a magnetic tape subsystem format that
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provides very powerful error detection and correction features, provides its own error control in
the form of record labels and multiple copies of every file.

The arguments that are used in support of reduced instruction set computer (RISC) architecture
are similar to end-to-end arguments. The RISC argument is that the client of the architecture will
get better performance by implementing exactly the instructions needed from primitive tools; any
attempt by the computer designer to anticipate the client's requirements for an esoteric feature
will probably miss the target slightly and the client will end up reimplementing that feature
anyway. (We are indebted to M. Satyanarayanan for pointing out this example.)

Lampson, in his arguments supporting the "open operating system,"[9] uses an argument similar
to the end-to-end argument as a justification. Lampson argues against making any function a
permanent fixture of lower-level modules; the function may be provided by alower-level module
but it should always be replaceable by an application's special version of the function. The
reasoning is that for any function you can think of, at least some applications will find that by
necessity they must implement the function themselves in order to meet correctly their own
requirements. This line of reasoning leads Lampson to propose an "open” system in which the
entire operating system consists of replaceable routines from alibrary. Such an approach has only
recently become feasible in the context of computers dedicated to a single application. It may be
the case that the large quantity of fixed supervisor function typical of large-scale operating
systems is only an artifact of economic pressures that demanded multiplexing of expensive
hardware and therefore a protected supervisor. Most recent system "kernelization” projects, in
fact, have focused at least in part on getting function out of low system level§[16,12]. Though
this function movement is inspired by a different kind of correctness argument, it has the side
effect of producing an operating system that is more flexible for applications, which is exactly
the main thrust of the end-to-end argument.

Conclusions

End-to-end arguments are a kind of "Occam's razor" when it comes to choosing the functions to
be provided in a communication subsystem. Because the communication subsystem is frequently
specified before applications that use the subsystem are known, the designer may be tempted to
"help" the users by taking on more function than necessary. Awareness of end-to-end arguments
can help to reduce such temptations.

It is fashionable these days to talk about "layered” communication protocols, but without clearly
defined criteria for assigning functions to layers. Such layerings are desirable to enhance
modularity. End-to-end arguments may be viewed as part of a set of rational principles for
organizing such layered systems. We hope that our discussion will help to add substance to
arguments about the "proper” layering.
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The Rise of the Middle and the
Future of End to End

James Kempf and Rob Austen
|AB



In the Beginning...
o Saltzer, Reed, and Clark (circa 1988)

— The function in question can completely and correctly be implemented
only with the knowledge and help of the application standing at the end
points of the communication system.

— Therefore, providing that questioned function as a feature of the
communication system itself is not possible.

— Sometimes an incomplete version of the function provided by the
communication system may be useful as a performance enhancement.

» Foundational principle of the Internet
Architecture.

e The Internet’s via negativa.



...Inthe Middle...
o Carpenter (RFC 1958, 1996).

— An end-to-end protocol design should not rely on the maintenance
of state (i.e. information about the state of the end-to-end
communication) inside the network.

— Such state should be maintained only in the endpoints, in such a

way that the state can only be destroyed when the endpoint itself
breaks (known as fate-sharing).

* The end to end principle appliesto the
entire network stack on the end node.

e The end to end principle specifieswhereto
maintain “hard state’.

— Hard state: consequences of |oss are

catastrophic for the conversation between
nodes.



Role of Soft State

o Agan Carpenter (RFC 1958, 1996).

— [Network] state must be self-healing; adaptive procedures or
protocols must exist to derive and maintain that state, and change it
when the topology or activity of the network changes.

— The volume of this state must be minimized, and the loss of the
state must not result in more than atemporary denial of service
given that connectivity exists.

— Manually configured state must be kept to an absolute minimum.



Pressures from the Bubble

* Not everybody using the Internet is honest
Or co-operative.

— Fundamental lack of trust.

e SOome Interests want to provide new services
as part of their base network access
offering.

— Example: content distribution in broadband
networks for streaming audio.

 Most Internet userstoday are technically
naive.

— And want their technical involvement to be the
same as using a blender.



Preserving the Positive
Consequences of End to End

Preserve the ability for small inventors to develop
and deploy innovative services easily.

Maintain protection of robustness and reliability
due to traditional network faults.

Increase robustness and reliability in the face of
subtly engineered attacks.
— Protocols need to pay attention to the trust relationships
between entities.
Apply the end to end principle to each node to
node conversation of a distributed application.



The Internet Standards as an Arena
of Conflict

Playersin Internet standards often have conflicting
Interests.

Conflicts will show up in the Internet architecture.
Some conflicts can’t be resolved technically.

Standards should be defined to align with conflict
boundaries to minimize collateral damage.
Standards should preserve core Internet values:

— Reliability and integrity of end to end service.

— Supporting trust and “good citizen” behavior.

— Fostering innovation in network services.



Conclusion

The end to end principle continues to be a vital
Inspiration for new engineering in the Internet.

New pressures on the end to end principle can be

accommodated by applying it to each node to node
conversation.

Broader context of end to end involves “good
citizen” behavior emphasizing core Internet
values.

For more discussion:
— Mailing list:
end2end-interest@postel .org

— To subscribe:
http://www.postel .org/mailman/listinfo/end2end-interest
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Architectural Principles of the Internet
Status of This Memo

This memo provides information for the Internet community. This memo
does not specify an Internet standard of any kind. Distribution of
this memo is unlimited.

Abstract

The Internet and its architecture have grown in evolutionary fashion
from modest beginnings, rather than from a Grand Plan. While this
process of evolution is one of the main reasons for the technology™s
success, it nevertheless seems useful to record a snapshot of the
current principles of the Internet architecture. This is intended for
general guidance and general interest, and is in no way intended to
be a formal or invariant reference model.
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1. Constant Change

In searching for Internet architectural principles, we must remember
that technical change is continuous in the information technology
industry. The Internet reflects this. Over the 25 years since the
ARPANET started, various measures of the size of the Internet have
increased by factors between 1000 (backbone speed) and 1000000
(number of hosts). In this environment, some architectural principles
inevitably change. Principles that seemed inviolable a few years ago
are deprecated today. Principles that seem sacred today will be
deprecated tomorrow. The principle of constant change is perhaps the
only principle of the Internet that should survive indefinitely.

1AB Informational [Page 1]
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The purpose of this document is not, therefore, to lay down dogma
about how Internet protocols should be designed, or even about how
they should fit together. Rather, it is to convey various guidelines
that have been found useful in the past, and that may be useful to
those designing new protocols or evaluating such designs.

http://www.ietf.org/rfc/rfc1958.txt
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A good analogy for the development of the Internet is that of
constantly renewing the individual streets and buildings of a city,
rather than razing the city and rebuilding it. The architectural
principles therefore aim to provide a framework for creating
cooperation and standards, as a small "spanning set" of rules that
generates a large, varied and evolving space of technology.

Some current technical triggers for change include the limits to the
scaling of IPv4, the fact that gigabit/second networks and multimedia
present fundamentally new challenges, and the need for quality of
service and security guarantees in the commercial Internet.

As Lord Kelvin stated in 1895, "Heavier-than-air Fflying machines are
impossible." We would be foolish to imagine that the principles
listed below are more than a snapshot of our current understanding.

Is there an Internet Architecture?

2.1 Many members of the Internet community would argue that there is
no architecture, but only a tradition, which was not written down for
the fFirst 25 years (or at least not by the 1AB). However, In very
general terms, the community believes that the goal is connectivity,
the tool is the Internet Protocol, and the intelligence is end to end
rather than hidden in the network.

The current exponential growth of the network seems to show that
connectivity is its own reward, and is more valuable than any
individual application such as mail or the World-Wide Web. This
connectivity requires technical cooperation between service
providers, and flourishes in the increasingly liberal and competitive
commercial telecommunications environment.

The key to global connectivity is the inter-networking layer. The
key to exploiting this layer over diverse hardware providing global
connectivity is the "end to end argument™.

2.2 1t is generally felt that in an ideal situation there should be
one, and only one, protocol at the Internet level. This allows for
uniform and relatively seamless operations in a competitive, multi-
vendor, multi-provider public network. There can of course be
multiple protocols to satisfy different requirements at other levels,
and there are many successful examples of large private networks with

Informational [Page 2]
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multiple network layer protocols in use.

In practice, there are at least two reasons why more than one network
layer protocol might be in use on the public Internet. Firstly, there
can be a need for gradual transition from one version of IP to
another. Secondly, fundamentally new requirements might lead to a
fundamentally new protocol.

The Internet level protocol must be independent of the hardware
medium and hardware addressing. This approach allows the Internet to
exploit any new digital transmission technology of any kind, and to
decouple its addressing mechanisms from the hardware. 1t allows the
Internet to be the easy way to interconect fundamentally different
transmission media, and to offer a single platform for a wide variety
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of Information Infrastructure applications and services. There is a
good exposition of this model, and other important fundemental
issues, in [Clark].

2.3 It is also generally felt that end-to-end functions can best be
realised by end-to-end protocols.

The end-to-end argument is discussed in depth in [Saltzer]. The

basic argument is that, as a first principle, certain required end-
to-end functions can only be performed correctly by the end-systems
themselves. A specific case is that any network, however carefully
designed, will be subject to failures of transmission at some
statistically determined rate. The best way to cope with this is to
accept it, and give responsibility for the integrity of communication
to the end systems. Another specific case is end-to-end security.

To quote from [Saltzer], "The function in question can completely and
correctly be implemented only with the knowledge and help of the
application standing at the endpoints of the communication system.
Therefore, providing that questioned function as a feature of the
communication system itself is not possible. (Sometimes an incomplete
version of the function provided by the communication system may be
useful as a performance enhancement.'")

This principle has important consequences if we require applications
to survive partial network failures. An end-to-end protocol design
should not rely on the maintenance of state (i.e. information about
the state of the end-to-end communication) inside the network. Such
state should be maintained only in the endpoints, in such a way that
the state can only be destroyed when the endpoint itself breaks
(known as fate-sharing). An immediate consequence of this is that
datagrams are better than classical virtual circuits. The network®s
job is to transmit datagrams as efficiently and flexibly as possible.
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Everything else should be done at the fringes.

To perform its services, the network maintains some state
information: routes, QoS guarantees that it makes, session
information where that is used in header compression, compression
histories for data compression, and the like. This state must be
self-healing; adaptive procedures or protocols must exist to derive
and maintain that state, and change it when the topology or activity
of the network changes. The volume of this state must be minimized,
and the loss of the state must not result in more than a temporary
denial of service given that connectivity exists. Manually
configured state must be kept to an absolute minimum.

2.4 Fortunately, nobody owns the Internet, there is no centralized
control, and nobody can turn it off. Its evolution depends on rough
consensus about technical proposals, and on running code.
Engineering feed-back from real implementations is more important
than any architectural principles.

General Design Issues

3.1 Heterogeneity is inevitable and must be supported by design.
Multiple types of hardware must be allowed for, e.g. transmission
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speeds differing by at least 7 orders of magnitude, various computer
word lengths, and hosts ranging from memory-starved microprocessors
up to massively parallel supercomputers. Multiple types of
application protocol must be allowed for, ranging from the simplest
such as remote login up to the most complex such as distributed
databases.

3.2 IT there are several ways of doing the same thing, choose one.

IT a previous design, in the Internet context or elsewhere, has
successfully solved the same problem, choose the same solution unless
there is a good technical reason not to. Duplication of the same
protocol functionality should be avoided as far as possible, without
of course using this argument to reject improvements.

3.3 All designs must scale readily to very many nodes per site and to
many millions of sites.

3.4 Performance and cost must be considered as well as functionality.

3.5 Keep it simple. When in doubt during design, choose the simplest
solution.

3.6 Modularity is good. ITf you can keep things separate, do so.
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3.7 In many cases it is better to adopt an almost complete solution
now, rather than to wait until a perfect solution can be found.

3.8 Avoid options and parameters whenever possible. Any options and
parameters should be configured or negotiated dynamically rather than
manually.

3.9 Be strict when sending and tolerant when receiving.
Implementations must follow specifications precisely when sending to
the network, and tolerate faulty input from the network. When in
doubt, discard faulty input silently, without returning an error
message unless this is required by the specification.

3.10 Be parsimonious with unsolicited packets, especially multicasts
and broadcasts.

3.11 Circular dependencies must be avoided.
For example, routing must not depend on look-ups in the Domain
Name System (DNS), since the updating of DNS servers depends on
successful routing.
3.12 Objects should be self decribing (include type and size), within
reasonable limits. Only type codes and other magic numbers assigned
by the Internet Assigned Numbers Authority (1ANA) may be used.

3.13 All specifications should use the same terminology and notation,
and the same bit- and byte-order convention.

3.14 And perhaps most important: Nothing gets standardised until
there are multiple instances of running code.
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Name and address issues

4.1 Avoid any design that requires addresses to be hard coded or
stored on non-volatile storage (except of course where this is an
essential requirement as in a name server or configuration server).
In general, user applications should use names rather than addresses.

4.2 A single naming structure should be used.

4_3 Public (i.e. widely visible) names should be in case-independent
ASCII. Specifically, this refers to DNS names, and to protocol
elements that are transmitted in text format.

4_4 Addresses must be unambiguous (unique within any scope where they
may appear).
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4.5 Upper layer protocols must be able to identify end-points
unambiguously. In practice today, this means that addresses must be
the same at start and finish of transmission.

External Issues

5.1 Prefer unpatented technology, but if the best technology is
patented and is available to all at reasonable terms, then
incorporation of patented technology is acceptable.

5.2 The existence of export controls on some aspects of Internet
technology is only of secondary importance in choosing which
technology to adopt into the standards. All of the technology
required to implement Internet standards can be fabricated in each
country, so world wide deployment of Internet technology does not
depend on its exportability from any particular country or countries.

5.3 Any implementation which does not include all of the required
components cannot claim conformance with the standard.

5.4 Designs should be fully international, with support for
localisation (adaptation to local character sets). In particular,
there should be a uniform approach to character set tagging for
information content.

Related to Confidentiality and Authentication
6.1 All designs must fit into the IP security architecture.

6.2 It is highly desirable that Internet carriers protect the privacy
and authenticity of all traffic, but this is not a requirement of the
architecture. Confidentiality and authentication are the
responsibility of end users and must be implemented in the protocols
used by the end users. Endpoints should not depend on the
confidentiality or integrity of the carriers. Carriers may choose to
provide some level of protection, but this is secondary to the
primary responsibility of the end users to protect themselves.

6.3 Wherever a cryptographic algorithm is called for in a protocol,
the protocol should be designed to permit alternative algorithms to
be used and the specific algorithm employed in a particular
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implementation should be explicitly labeled. Official labels for
algorithms are to be recorded by the IANA.

(1t can be argued that this principle could be generalised beyond the
security area.)

1AB Informational [Page 6]

RFC 1958 Architectural Principles of the Internet June 1996

6.4 In choosing algorithms, the algorithm should be one which is
widely regarded as strong enough to serve the purpose. Among
alternatives all of which are strong enough, preference should be
given to algorithms which have stood the test of time and which are
not unnecessarily inefficient.

6.5 To ensure interoperation between endpoints making use of security
services, one algorithm (or suite of algorithms) should be mandated
to ensure the ability to negotiate a secure context between
implementations. Without this, implementations might otherwise not
have an algorithm in common and not be able to communicate securely.
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ABSTRACT

The surest way to increase the system capaci-
ty of a wireless link is by getting the transmitter
and receiver closer to each other, which creates
the dual benefits of higher-quality links and
more spatial reuse. In a network with nomadic
users, this inevitably involves deploying more
infrastructure, typically in the form of microcells,
hot spots, distributed antennas, or relays. A less
expensive alternative is the recent concept of
femtocells — also called home base stations —
which are data access points installed by home
users to get better indoor voice and data cover-
age. In this article we overview the technical and
business arguments for femtocells and describe
the state of the art on each front. We also
describe the technical challenges facing femto-
cell networks and give some preliminary ideas
for how to overcome them.

INTRODUCTION

The demand for higher data rates in wireless net-
works is unrelenting, and has triggered the design
and development of new data-minded cellular
standards such as WiMAX (802.16¢), the Third
Generation Partnership Project’s (3GPP’s) High
Speed Packet Access (HSPA) and LTE stan-
dards, and 3GPP2’s EVDO and UMB standards.
In parallel, Wi-Fi mesh networks are also being
developed to provide nomadic high-rate data ser-
vices in a more distributed fashion [1]. Although
the Wi-Fi networks will not be able to support
the same level of mobility and coverage as the
cellular standards, to be competitive for home
and office use, cellular data systems will need to
provide service roughly comparable to that
offered by Wi-Fi networks.

The growth in wireless capacity is exemplified
by this observation from Martin Cooper of
Arraycomm: “The wireless capacity has doubled
every 30 months over the last 104 years.” This
translates into an approximately millionfold
capacity increase since 1957. Breaking down
these gains shows a 25x improvement from wider
spectrum, a 5x improvement by dividing the
spectrum into smaller slices, a 5x improvement
by designing better modulation schemes, and a
whopping 1600x gain through reduced cell sizes
and transmit distance. The enormous gains
reaped from smaller cell sizes arise from effi-
cient spatial reuse of spectrum or, alternatively,
higher area spectral efficiency [2].

The main problem in this continued micro-
ization of cellular networks is that the network
infrastructure for doing so is expensive. A recent
development is femtocells, also called home base
stations (BSs), which are short-range low-cost
low-power BSs installed by the consumer for
better indoor voice and data reception. The
user-installed device communicates with the cel-
lular network over a broadband connection such
as digital subscriber line (DSL), cable modem, .
or a separate radio frequency (RF) backhaul
channel. While conventional approaches require
dual-mode handsets to deliver both in-home and
mobile services, an in-home femtocell deploy-
ment promises fixed mobile convergence with
existing handsets. Compared to other techniques
for increasing system capacity, such as distribut-
ed antenna systems [3] and microcells [4], the
key advantage of femtocells is that there is very
little upfront cost to the service provider. Table
1 provides a detailed comparison of the key
traits of these three approaches.

Studies on wireless usage show that more
than 50 percent of all voice calls [Airvana, 5]
and more than 70 percent of data traffic origi-
nate indoors [PicoChip, 5]. Voice networks are
engineered to tolerate low signal quality, since
the required data rate for voice signals is very
low, on the order of 10 kb/s or less. Data net-
works, on the other hand, require much higher
signal quality in order to provide the multi-
megabit per second data rates users have come -
to expect. For indoor devices, particularly at the
higher carrier frequencies likely to be deployed
in many wireless broadband systems, attenuation
losses will make high signal quality and hence -
high data rates very difficult to achieve. This
raises the obvious question: why not encourage
the end user to install a short-range low-power
link in these locations? This is the essence of the
win-win of the femtocell approach. The sub-
scriber is happy with the higher data rates and
reliability; the operator reduces the amount of
traffic on their expensive macrocell network, and
can focus its resources on truly mobile users. To
summarize, the key arguments in favor of femto-
cells are the following.

Better coverage and capacity. Due to their
short transmit-receive distance, femtocells can
greatly lower transmit power, prolong handset
battery life, and achieve a higher signal-to-inter-
ference-plus-noise ratio (SINR). These translate
into improved reception — so-called five-bar
coverage — and higher capacity. Because of the
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le 1. Femtocells, distributed antennas, and microcells.

reduced interference, more users can be packed
into a given area in the same region of spectrum,
thus increasing the area spectral efficiency {2] or,
equivalently, the total number of active users per
Hertz per unit area.

Improved macrocell reliability. If the traffic
originating indoors can be absorbed into the
femtocell networks over the IP backbone, the
macrocell BS can redirect its resources toward
providing better reception for mobile users.
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& Figure 1. Femtocell vs. macrocell throughput.

Cost benefits. Femtocell deployments will
reduce the operating and capital expenditure
costs for operators. A typical urban macrocell
costs upwards of $1000/month in site lease, and
additional costs for electricity and backhaul. The

~ macrocell network will be stressed by the operat-
ing expenses, especially when subscriber growth
does not match the increased demand for data
traffic [Airvana, 5]. The deployment of femto-
cells will reduce the need for adding macro-BS
towers. A recent study [6] shows that the operat-
ing expenses scale from $60,000/year/macrocell
to just $200/year/femtocell.

Reduced stibscriber turnover. Poor in-build-
ing coverage’causes customer dissatisfaction,
encouraging them to either switch operators or
maintain a separate wired line whenever indoors.
The enhanced’home coverage provided by fem-
tocells will reduce motivation for home users to
switch carriers.

The goal of this article is to provide an
overview for these end-user-deployed infra-
structure enhancements and describe in more
detail how the above improvements come about.
We also describe the business and technical
challenges that femtocells present, and provide
some ideas about how to address them.

TECHNICAL ASPECTS OF
FEMTOCELLS

The capacity potential of femtocells can be veri-
fied rapidly from Shannon’s law, which relates
the wireless link capacity (in bits per second) in
a bandwidth to the SINR. The SINR is a func-
tion of the transmission powers of the desired
and interfering transmitters, path losses, and
shadowing during terrestrial propagation. Path
losses cause the transmitted signal to decay as
Ad-%, where A4 is a fixed loss, d is the distance
between the transmitter and receiver, and o is
the path loss exponent. The key to increasing
capacity is to enhance reception between intend-
ed transmitter-receiver pairs by minimizing d
and o. Simultaneously, additional benefits in

network-wide spatial reuse can be obtained by,

but not restricted to, exploiting diversity, and

employing interference cancellation, interference
suppression, and interference avoidance tech-
niques.

Femtocells enable reduced transmit power
while maintaining good indoor coverage. Pene-
tration losses insulate the femtocell from sur-
rounding femtocell transmissions. Assuming a
fixed receive power target with a path loss prop-
agation model (no fading), and denoting o (B)
as the outdoor (indoor) path loss exponent,
overlaying an area L? with N femtocells results
in a transmit power reduction on the order of
[10(o~B) logio L + 5 B logyg N] dB. For exam-
ple, choosing a cell dimension of L = 1000 m
and N = 50 femtocells, with equal path loss
exponents o, = = 4, femtocells give a transmit
power saving of nearly 34 dB. When the indoor
path loss exponent is smaller, say B = 2, the
transmit power savings increase to nearly 77 dB.

To summarize, the capacity benefits of femto-
cells are attributed to:

* Reduced distance between the femtocell
and the user, which leads to higher received
signal strength.

* Lowered transmit power, and mitigation of
interference from neighboring macrocell
and femtocell users due to outdoor propa-
gation and penetration losses.

* As femtocells serve only around one to four
users, they can devote a larger portion of
their resources (transmit power and band-
width) to each subscriber. A macrocell, on
the other hand, has a larger coverage area
(500 m-1 km radius) and a larger number
of users; providing quality of service (QoS)
for data users is more difficult.

The first two points illustrate the dual
improvements in capacity through increased sig-
nal strength and reduced interference. The third
point shows that deploying femtocells will enable
more efficient usage of precious power and fre-
quency resources, The assumption here is that
the wired broadband operator provides sufficient
QoS over the backhaul. Otherwise, backhaul
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capacity limitations could reduce the indoor
capacity gains provided by femtocells.

Example. Consider a cellular orthogonal fre-
quency-division multiple access (OFDMA) sys-
tem with 100 active users. One scenario consists
of a single macrocell serving all 100 users simul-
taneously; another scenario consists of 50 femto-
cells, with two active users in each femtocell.
Figure 1 illustrates the cumulative distribution
function of the normalized per user and sum
throughput (normalized by the overall band-
width), considering voice and data traffic. Simu-
lations show a nearly 0.6 b/s/Hz gain in
normalized median user throughput in femtocell
deployments for voice only networks.

With data traffic, it is infeasible for a macro-
cell to provide data services to all 100 users
simultaneously because of the limited transmis-
sion power and spectrum availability per user.
We therefore consider a somewhat pathological
case, in which the macrocell always schedules
the 20 strongest users for transmission. On the
other hand, femtocells can transmit simultane-
ously over the entire bandwidth. Compared to a
macrocell, a femtocell deployment shows a nor-
malized user throughput gain equaling 1.8 b/s/Hz
and a huge system-wide median sum throughput

" B Table 2. Predictive return on investment from femtocell deployments.

gain of nearly 250 b/s/Hz. This shows that the
biggest benefits of femtocells are massive
improvement in the system spatial spectral effi-
ciency.

BUSINESS ASPECTS OF FEMTOCELLS

Even though femtocells offer savings in site
lease, backhaul, and electricity costs for the
operator, they incur strategic investments. Oper-
ators will need to aggressively price femtocells,
despite tight budgets and high manufacturing
costs, to compete with ubiquitous Wi-Fi. For
example, the North American operator Sprint
charges a subsidized price of $99.99 per Airave
femtocell for subscribing to a $20/month family
plan. At the same time, the features femtocells
have to provide are in many ways more sophisti-
cated than what is in a consumer grade Wi-Fi
access point. The nascent femto vendors are fac-
ing cost targets set by the mature high-volume
Wi-Fi market and the demands of operators for
minimal subsidy to reduce return-on-investment .
(ROI) time. Consequently, cost issues are in most
cases the central factor driving the selection of
solutions to each technical challenge.

Table 2 shows a predictive cost breakdown in
a femtocell network deployment, conducted by
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Airvana and Gartner [5]. On balance, it can be
assumed that after 1.5 years operator investment

-+ will be recovered, allowing future profits.

CURRENT STANDARDIZATION AND
DEPLOYMENTS

Given the aggressive cost challenges, standard-
ization of requirements across customers is

" important to accomplish a low-cost femtocell
solution. Toward this end, a collaborative orga-
nization called the Femto-Forum comprising
operators and femtocell vendors was formed in
2007 with the‘objective of developing open stan-
dards for product interoperability.

Table 3 shows the current state of femtocell
deployments. The operator Sprint currently pro-
vides code-division multiple access (CDMA) 1x
EVDO femtocell services in the United States;
concurrently, a number of operators — Verizon
and AT&T (United States), O2 Telefonica and
Motorola (Europe), and Softbank (Japan) — are
conducting femtocell trials prior to market. ABI
Research [5] predicts 102 million users world-
wide on more than 32 million femtocells by 2012,

TECHNICAL CHALLENGES

This section overviews the key technical chal-

lenges facing femtocell networks:

* Broadband femtocells: Resource allocation,
timing/synchronization, and backhaul

- *» Voice femtocells: Interference management
in femtocells, allowing access to femtocells,
handoffs, mobility, and providing Emergen-
cy-911 services

* Network infrastructure: Securely bridging
the femtocell with the operator network
over IP

PHYSICAL AND MEDIUM ACCESS LAYERS:
BROADBAND FEMTOCELLS

Confronting operators will be the dual problems
of mitigating RF interference and efficiently

allocating spectrum in femtocell networks. Inter-
ference mitigation will require innovative solu-
tions since the low-cost target potentially
necessitates scaled down signal processing capa-
bilities inside femtocells. The RF interference
will arise from:

a Macrocell-to-femtocell interference

b Femtocell-to-femtocell interference

¢ Femtocell-to-macrocell interference

The near-far effect due to uneven distribution of
receive power is the main contributor for a and
c, while femtocell-to-femtocell interference is
relatively smaller due to low transmit power and
penetration losses.

Challenge 1: How Will a Femtocell Adapt
to Its Surrounding Environment and Allo-
cate Spectrum in the Presence of Intra-
and Cross-Tier Interference? — The 3GPP
LTE and WiMAX standards ensure intracell
orthogonality among macrocellular users and
mitigate intercell interference through fractional
frequency reuse. Since femtocells will be placed
by end consumers, the ad hoc locations of fem-
tocells will render centralized frequency plan-
ning difficult.

Due to the absence of coordination between
the macrocell and femtocells, and between fem-
tocells, decentralized spectrum allocation
between macrocell and femtocell users is an
open research problem that can provide answers
to the following questions:

* Should macrocell and femtocell users be
orthogonal through bandwidth splitting? Is
there an “optimal” splitting policy? How
does this vary with the femtocell density?

* Alternatively, with shared bandwidth (i.e.,
universal frequency reuse), what fraction of
the spectrum should the macrocell and
femtocells assign their users?

* Which of these two schemes is “better” in
various configurations?

Challenge 2: How Will Femtocells Provide
Timing and Synchronization? — Femtocells
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B Figure 2. Dead zones in CDMA femtocell networks.

will require synchronization to align received sig-
nals to minimize multi-access interference and
ensure a tolerable carrier offset. Synchronization
is also required so that macrocell users can hand
off to a femtocell or vice versa, which is made
more difficult due to absence of centralized
coordination between them. With an IP back-
haul, femtocells will experience difficulty in
obtaining a time base that is immune to packet
jitter. For fourth-generation (4G) OFDMA air
interfaces, ranging procedures to achieve timing

(~ 1 ps) and frequency accuracy (~250 ppb) [7,

8] are needed for two reasons:

« The intercarrier interference arising from a
carrier offset causes loss of subcarrier
orthogonality. Additionally, femtocells will
have to compensate for frequency errors
arising from the handsets, which typically
have poor oscillators.

» In time-division duplex (TDD) systems,
femtocells will require an accurate refer-
ence for coordinating the absolute phases
for forward and reverse link transmissions,
and bounding the timing drift.

Although both points apply to the macrocell
BS as well, the low cost burden and difficulty of
synchronizing over backhaul will make efficient
synchronization especially important for femto-
cells. Network solutions such as the IEEE-1588
Precision Timing Protocol over IP, with poten-
tial timing accuracy of 100 ns, and self-adaptive
timing recovery protocols (e.g., the G.8261 stan-
dard) are promising. Another possibility is equip-
ping femtocells with GPS for synchronizing with
the macrocell, which relies on maintaining stable
indoor satellite reception and keeping low costs
in a price-sensitive unit. Finally, high-precision
oven-controlled crystal oscillators may be used
inside femtocells, incurring additional cost and
periodic calibration.

Challenge 3: How Will Backhaul Provide

Acceptable QoS? — IP backhaul needs QoS-

for delay-sensitive traffic and providing service
parity with macrocells. Additionally, it should

provide sufficient capacity to avoid creating a
traffic bottleneck. While existing macrocell net-
works provide latency guarantees within 15 ms,
current backhaul networks are not equipped to
provide delay resiliency. Lack of net neutrality
poses a serious concern, except in cases where
the wireline backhaul provider is the same com-
pany or in a tight strategic relationship with the
cellular operator.

Another issue arises when femtocell usage
occurs when the backhaul is already being used
to deliver Wi-Fi traffic. Trials by Telefonica [5]
reveal that when users employed Wi-Fi, femto-
cells experienced difficulty transferring data and
even low-bandwidth services like voice. This is
especially important considering that improved
voice coverage is expected to be a main driver
for femtocells.

PHYSICAL AND MEDIUM ACCESS LAYERS:
VOICE FEMTOCELLS

For voice users, an operator faces two choices:
either allocate different frequency bands to
macrocell and femtocell users to eliminate cross-
tier interference, or serve both macrocell and
femtocell users in the same region of bandwidth
to maximize area spectral efficiency. Considering
the scarce availability of radio resources and
ease of deployment, using the same region of
bandwidth is preferable, if at all possible.

Challenge 4: How Will Femtocells Handle
Cross-Tier Interference? — CDMA networks
(without femtocells) employ fast power control to
compensate for path loss, shadowing, and fading, -
and to provide uniform coverage. When femto-
cells are added, power control creates dead zones
(Fig. 2), leading to nonuniform coverage. On the
reverse link, a cell edge macrocell user transmit-
ting at maximum power causes unacceptable
interference to nearby femtocells. Consequently,
cell edge femtocells experience significantly high-
er interference than interior femtocells. On the
forward link, at the cell edge — where femtocells
are most needed — macrocell users are disrupt-
ed by nearby femtocell transmissions since they
suffer higher path loss than cell interior users.

Challenge 5: Should Femtocells Provide
Open or Closed Access? — A closed access
femtocell has a fixed set of subscribed home
users that, for privacy and security, are licensed
to use the femtocell. Open access femtocells, on
the other hand, provide service to macrocell
users if they pass nearby. Radio interference is
managed by allowing strong macrocell interfer-
ers to communicate with nearby femtocells.
Although open access reduces the macrocell
load, the higher numbers of users communicat-
ing with each femtocell will strain the backhaul
to provide sufficient capacity (related to Chal-
lenge 3) and raise privacy concerns for home
users. Open access will need to avoid “starving”
the paying home user so that they never see “all
circuits busy.” Since femtocells are typically mar-
keted as offering flat rate calling, open access
will need to differentiate the zero tariff home
users from the pay-per-minute visitor. For both
reasons, operators are looking at hybrid models
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where some of the femto’s resources are reserved
for registered family members while others are
open for roamers.

Challenge 6: How Will Handoff Be Per-
formed in Open Access? — In general, hand-
off from a femtocell to the macrocell network is
significantly easier (as there is only one macro
BS) than handoffs from the macrocell to the
femtocell. Current second-generation (2G) and
3G systems broadcast a neighbor list used by a
mobile attached to the current cell to learn where
to search for potential handover cells. Such a
handoff protocol does not scale to the large num-
bers of femtocells that “neighbor” (actually
underlay) the macrocell, and the underlying net-
work equipment is not designed to rapidly change
the lists as femtocells come and go. This moti-
vates 4G handover procedures to take the pres-
ence of femtocells into consideration.

In open access, channel fluctuations may
cause a passing macrocell user to perform multi-
ple handovers. In co-channel deployments
Claussen et al. [10] have proposed auto configu-
ration that periodically reduces the pilot power
inside a femtocell when no active calls are in
progress, thereby minimizing handoffs from
passing macrocell users. An open research area
is developing low-complexity algorithms to pre-
dict the dwell time before handing off a macro-
cell user to a nearby femtocell. Yeung and
Nanda [11] proposed controlling handoff events
by choosing velocity thresholds based on user
mobility and sojourn times when a macrocell
user travels in the vicinity of a femtocell.

Challenge 7: Can Subscribers Carry Their
Femtocells for Use Outside the Home Area?
— The portability of the femtocell presents a
conundrum. Unlike Wi-Fi networks that operate
in unlicensed spectrum in which radio interfer-
ence is not actively managed, femtocell networks
will operatein licensed spectrum. Femtocell
mobility can cause problems when a subscriber
with operator A carries their femtocell to anoth-
er location where the only service provider is
rival operator B. In such a scenario, should the
femtocell be allowed to transmit on operator B’s
spectrum? Viable options are providing GPS
inside femtocells for location tracking and lock-
ing the femtocell within a geographical area.
- Alternatively, interoperator agreements facilitate
charging the home subscriber on roaming,

Challenge 8: How Will Femtocells Provide
~ Location Tracking for Emergency-911, and

Should They Service Nearby Macrocell
Users with Poor Coverage? — Government
mandated Emergency-911 services require oper-
ators to provision femtocells for transmitting
location information during emergency calls.
Femtocell location may be obtained by either
using GPS inside femtocells (added cost with
possibly poor indoor coverage), querying the ser-
vice provider for location over the backhaul,
gathering information from the macrocell pro-
viding the femtocell falls within the macrocell
radio range, or even inferring the location from
the mobile position (estimated by the macro net-
work) at handoff to the femtocell.

Ethical/legal dilemmas can arise on whether a
femtocell should service macrocell users with
poor outdoor coverage for making emergency
calls if they are located within its radio range. In
open access networks this problem can be solved
by handoff. Closed access femtocells should be
provisioned to allow communication with unsub-
scribed users in the event of emergencies.

- NETWORK INFRASTRUCTURE

In a femtocell environment the operator will
need to provide a secure and scalable interface
over the Internet at a reasonable cost. Tradition-
al radio network controllers (RNCs) are
equipped to handle tens to hundreds of macro-
cells. How will they provide equal parity service to
femtocells over the Internet?

Three network interfaces have been pro-
posed, of which the IP multimedia subsystem
(IMS)/Session Initiation Protocol (SIP) and unli-
censed mobile access (UMA)-based interfaces
appear to be the architectures of choice.

Tu-b over IP: Existing RNCs connect to fem-
tocells through standard Iu-CS (circuit-switched)
and Iu-PS (packet-switched) interfaces present
in macrocell networks. The advantage is that the
capital expenditure is comparatively low insofar
as the operator can leverage existing RNCs. The
shortcomings are the lack of scalability and that
the interface is not yet standardized.

IMS/SIP: The IMS/SIP interface provides a
core network residing between the femtocell and
the operator. The IMS interface converts sub-
scriber traffic into IP packets and employs voice
over IP (VoIP) using SIP, and coexists with the
macrocell network. The main advantages are
scalability and rapid standardization. Disadvan-
tages include the capital expenditure for
upgrade, and the operating expenditure in main-
taining two separate core networks for the
macrocell and femtocell respectively.

RAN-gateway-based UMA: A radio access
network (RAN) gateway exists between the IP
and operator networks, aggregating traffic from
femtocells. This gateway is connected to the
operator network using a standard Iu-PS/CS
interface. Between the femtocell and the RAN
gateway, the UMA protocol makes use of secure
IP tunneling for transporting the femtocell sig-
nals over the Internet. Current UMA-enabled
services such as T-Mobile’s Hotspot@Home
require dual-mode handsets for switching
between in-home Wi-Fi and outdoor cellular
access. Integrating the UMA client inside femto-
cells rather than the mobile would enable future
deployments support use of legacy handsets.

RESEARCH DIRECTIONS

We now consider the key areas and tools for
conducting further femtocell research, with the
goal of designing efficient femtocell architec-
tures.

INTERFERENCE MANAGEMENT

Due to the ad hoc topology of femtocell loca-
tions, interference suppression techniques alone
will prove ineffective in femtocell networks. Suc-
cessive interference cancellation, in which each
user subtracts out the strongest neighboring
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B Figure 3. Qutage probability in a closed-access femtocell.

interferers from their received signal, appears

promising initially, but cancellation errors quick-
ly degrade its usefulness [12]. Consequently, an
interference avoidance approach wherein users
avoid rather than suppress mutual interference is
more likely to work well in geography-dependent
femtocell networks. The low cost requirement is
likely to influence the design of low-complexity
femtocell BS receivers (e.g., simple matched fil-
ter processing) and low-complexity transmission
schemes for sensing nearby available frequency
channels to avoid collisions.

In CDMA femtocell networks with universal
frequency reuse, for example, interference avoid-
ance through time hopping and directional
antennas provides a 7x improvement in system
capacity [9] when macrocell and femtocell users
share a common bandwidth.

Frequency and time hopping. In Global Sys-
tem for Mobile Communications (GSM) net-
works, the interference avoidance offered
through slow frequency hopping enables femto-
cell users and nearby transmitting macrocell
users to avoid consistent mutual interference.
Similarly, frequency-hopped OFDMA networks
can use random subchannel assignments in order
to decrease the probability of persistent collision
with neighboring femtocells.

In time-hopped CDMA, the CDMA duration
G T, (G is the processing gain and T is the chip
period) is divided into Nyop hopping slots, where
each user randomly selects a hopping slot for
transmission and remains silent during the
remaining slots. Random time hopping reduces
the average number of interfering users by a fac-
tor of Nyop while trading off the processing gain.
The trade-off is that femtocells are accommodat-
ed by changing the way an existing CDMA
macrocell network operates.

Directional antennas inside femtocelis offer
interference avoidance, with zero protocol over-

head, by restricting radio interference within an
antenna sector. Providing a reasonable unit cost
and easy end-user deployment are the key chal-
lenges confronting this approach.

Adaptive power control strategies vary the
femtocell receive power target depending on its
location. Commercial femtocells such as Sprint’s
Airave femtocell tackle cross-tier interference
using an “automatic adaptation” protocol that
adjusts the femtocell transmit power. Over the
forward link in closed access, Ericsson [13] has
proposed reducing interference to macrocell
users by reducing the femtocell transmit power
with increasing distance from the macro BS. The
trade-off is decreased home coverage at far-off
femtocells. Over the reverse link in closed access,
we suggest providing a higher receive power tar-
get to femtocell users relative to macrocell users
[9], which will vary based on femtocell location.

Figure 3 shows the reductions in the outage
probability for a femtocell user (the femto-
macro receive power ratios are 1 and 10), in
conjunction with interference avoidance using
CDMA time hopping and antenna sectoring. For
open access, Kishore et al. [14] propose over-
coming the near-far effect by extending femto-
cell coverage-allow a user to communicate to a
macrocell only if their channel gain is apprecia-
bly higher — at the expense of increased inter-
ference between neighboring femtocells.
Multimode phones [7] switch protocols in closed-
access systems for mitigating interference, for
example, transmit in WCDMA mode inside a
femtocell, and revert to GSM mode otherwise.

MIMO FEMTOCELLS

Multiple antennas at the transmitter and/or the
receiver (multiple input multiple output, MIMO)
exploit the spatial diversity of the wireless chan-
nel. Femtocells can perform temporal link adap-
tation through adaptive modulation and coding;
additionally, MIMO spatial link adaptation will
enable a femtocell to switch between providing
high data rates and robust transmission. High
data rates are obtainable by transmitting multi-
ple spatial streams (spatial multiplexing) over
high SINR links. Over low SINR links, MIMO
provides robustness through open and closed
loop diversity schemes such as space-time codes
and beamforming. Interesting areas for future
research are:

+ Link adaptive mode switching for femtocells
between diversity and spatial multiplexing
[15]

* Analyzing the effect of channel state infor-
mation errors induced by co-channel inter-
ference on MIMO femtocell performance

* The complexity limitations of MIMO femto-
cell receivers, which may be significant vs.
macrocell receivers due to cost considera-
tions

» Channel models for MIMO femtocells, since
the diversity characteristics may be very dif-
ferent from macrocells

CONCLUSIONS

Femtocells have the potential to provide high-
quality network access to indoor users at low
cost, while simultaneously reducing the burden
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on the whole system. This article has identified
the key benefits of femtocells, the technological
and business challenges, and research opportuni-
ties. From a technical standpoint, operators face
challenges in providing a low-cost solution while
mitigating RF interference, providing QoS over
‘the IP backhaul, and maintaining scalability.
- From a business perspective, generating long-
term revenue growth and overcoming initial end-
user subsidies are key challenges.
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Collusive conduct in duopolies: multimarket
contact and cross-ownership in the mobile
telephone industry

Philip M. Parker*
and

Lars-Hendrik Roller**

With the deregulation of the telecommunications industry, a variety of industry struc-
tures have been created in hopes of increasing competition. One example is the li-
censing of cellular telephone services in the United States, where the FCC created
duopolies in which two firms were granted licenses to compete in strictly defined prod-
uct and geographic markets. Taking advantage of the unique regulatory environment,
we test to what degree duopolistic competition leads to competitive market outcomes.
We find that cross-ownership and multimarket contact are important factors in ex-
plaining noncompetitive prices.

Cellular phone users are finding that the price of making wireless phone cails has remained high—in some
cases, as much as 80 times the price of a conventional call.

The New York Times (November 1992)

1. Introduction

B  Proponents of more competition in the U.S. telecommunications industry have
often argued that increased competition drives down end-user service prices. In the
case of the mobile (cellular) telephone industry created in the United States in late
1983, the U.S. Federal Communications Commission (FCC) has used two approaches
to reduce competition and increase benefits to consumers. First, the FCC introduced
competition by granting two licenses within a strictly defined geographic region, there-
by creating a regional duopolistic market structure. Second, prices might be kept low
through some sort of regulation. Casual empiricism suggests that the intended effect

* INSEAD, Fontainebleau, France; parker@insead.fr.

** WZB - Wissenschaftszentrum Berlin, Humboldt University, and INSEAD;
roeller@medea.wz-berlin.de.

This article was partially written while the second author was visiting the Graduate School of Business
at Stanford University. We thank Dietmar Harhoff, William Shew, and Frank Verboven, the Editor Timothy
Bresnahan, and two anonymous referees for valuable comments. Asa Lundquist and Oliver Fallon provided
excellent research support. We acknowledge financial support from INSEAD research and development
grants.

304 : Copyright © 1997, RAND




PARKER AND ROLLER / 305

of these measures on prices has yet to materialize in some service areas (as claimed
by the New York Times article).! The absence of a service price decline has resulted
in calls for broader deregulation and an opening of such markets to more competitors.
In this article we study the structure of competition provided by the second entrant in
the U.S. mobile telephone industry.

With respect to cellular telephone service, the FCC implemented rules that im-
plicitly considered the high uncertainty of demand faced by potential service provid-
ers, the high up-front risks and costs in developing cellular networks, and the public
need for mobile communications services, which was at the time reflected by over-
subscriptions and waiting lists for existing substitutes (e.g., improved mobile tele-
phone service (IMTS)). For each geographic market, two licenses would be granted
to different operators, one with previous experience in traditional telephony (the wire-
line licensee) and the other to any private entity (the nonwireline licensee).? Public
oversight on pricing Or operating policy was not imposed given the establishment of
a duopolistic structure, which was deemed sufficient to engender competitive behav-
ior. In 1983, when these policies were first being implemented, many industry reports
questioned whether a second entrant would ever be profitable given pessimistic de-
mand forecasts. In return for their risk taking, the two firms might have reasonably
anticipated that no third entrant would have been allowed into the market for the
foreseeable future.? v

This article studies whether limited entry regulatory policies, and in particular the
duopolistic regulatory system prevailing for the U.S. cellular telephone industry, lead
to collusive conduct and therefore high prices. We do this by taking advantage of the
unique regulatory environment in this industry: monopoly followed by duopoly. In
particular, we can exclude preemption behavior, and most important we can use the
monopoly period to test the appropriateness of our empirical model. In a second step
we explain the degree of collusion in terms of various firm, market, and regulatory
variables. In particular, we focus on two main characteristics: multimarket contact and
cross-ownership. Our analysis uses panel data collected in the United States over the
period 1984 to 1988. We employ a structural model of competition, allowing for a
simultaneous determination of demand, cost, and conduct (see Bresnahan (1989) for a
survey). Our model of market power is similar to that previously used in a variety of
industries, including the cable television industry (see Rubinovitz (1993)). Moreover,
we consider the effect of regulation on prices, which connects our analysis to the
articles by Hausman (1995) and Shew (1994), both of which look at the impact of
regulation on prices. The advantage of our setup is that we can test for the effect of
regulation on conduct (not prices) in a fully specified structural model.

Our analysis reveals that cellular prices are significantly above competitive, as well
as noncooperative duopoly levels. We also find considerable variance in pricing be-
havior across markets and operators. In a second step we explain the identified conduct
in terms of various market, organizational, and regulatory factors that explain compet-
itive behavior. We find that cross-ownership and multimarket contact are important
factors in explaining noncompetitive prices. Important policy implications are dis-
cussed.

! Price reductions for communications equipment, however, have been more substantial.

® The justification for establishing a duopolistic market structure was based on a drawn-out process of
public hearings and submissions to the Federal Trade Commission by interested parties (often potential
wireline and nonwireline firms). Further information on the historical justification for cellular regulatory
policies can be found in Berresford (1989), Danner (1991), and Franklin (1986).

3 The FCC is currently in the process of allowing additional entry in the form of Personal Communi-
cations System licenses. As these have been in operation no earlier than 1995, they have had no influence
on competition during the study period (1984-1988).
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The article is organized as follows. Section 2 describes certain institutional char-
acteristics of the cellular telephone industry, discusses related work, and describes our
modelling approach. Section 3 introduces the basic model. Section 4 develops the
empirical model we use to detect market power, and Section 5 summarizes our empir-
ical findings. We draw conclusions in Section 6.

2. Market structure, modelling issues, and related research

®  In the early 19805, Federal Communications Commission (FCC) guidelines sub-
divided the United States into 305 nonoverlapping markets defined by strict geographic
boundaries that correspond to standard metropolitan statistical areas (SMSAs).* Within
each market, two companies were awarded licenses to provide competing mobile cel-
lular telephone service. One license (called wireline) was awarded based on a com-
parative hearing (for the larger markets) or lottery (for the smaller markets) to firms
that provide local fixed telephone service to the market in question: a regional Bell
operating company (RBOC) or a local independent telephone company not affiliated
with the RBOCs. The second license (called nonwireline) was awarded to any private
U.S. citizen or company via comparative hearing or lottery. Licenses were awarded
over a multiyear period beginning in 1983, by ten market tiers. The first tier consisted
of the 30 most populous markets (SMSAs). The remaining licenses were awarded over
time by remaining tiers that consisted of 30 to 65 markets each. For each nonwireline
license, the number of applicants ranged from 6 to 579 per market; the number of
wireline applicants was often only one or two. Following a startup period in which
local construction permits for antenna sites (cell cites) were granted and outstanding
litigation issues were resolved, a licensee began offering public mobile telephone ser-
vice. Generally, the first company to offer service in the market was the wireline
licensee, which enjoyed a monopoly status until the nonwireline operator began offering
service. The entry of the second operator resulted in a restricted duopoly in that, by
law, there is no threat of a third entrant. The first entrant, in all cases, foresaw the
duopoly period, as the second license was granted only to firms that had the intention
to build a cellular system. By the early 1990s, virtually all 305 metropolitan cellular
markets had both licensees operating their networks. The first cellular system began
offering services in Chicago by the wireline licensee (Ameritech Mobile) in October
1983; it enjoyed a monopoly period of some 14 months until the second entrant (Cel-
lular One) appeared in January 1985. The next wireline licensee (NYNEX) offered
service in April 1984 in New York City. By December 1984, there were 24 wireline
licensees and 7 nonwireline licensees offering service in 25 markets. By July 1988,
-these figures had reached 223 wireline licensees and 130 nonwireline licensees in 233
markets.

This unique market structure and the regulatory environment leads to a number of
interesting simplifications and testable hypotheses on market performance. Each cellulat
telephone market resembles an observation in a repeated experiment: competing prod-
ucts/services are relatively homogeneous, firms have similar production functions, pric-
es and product offerings are public knowledge, services are ‘“perfectly mobile” in that
consumers/products do not travel distances as a requisite for purchase, and consumers
can switch from one service provider to another, usually without high explicit cost.’

4The FCC divided the country into contiguous geographical areas consisting of metropolitan service
areas (MSA) and rural service areas (RSA). The geographic definition of an MSA corresponds to the one
used by the Census Bureau to define SMSAs. Therefore, MSAs are delimited by SMSAs.

5 While we assume low switching costs, it should be noted that some may have been present. During
the period studied, however, consumer switching was more commonplace compared to later periods (i.e.,
there was higher *““‘churn’). This decline in switching is due to annual service contracts that involve a free
handset coupled with a one- or two-year service contract to recover the costs. Such contracts, however,
became common after the study period.
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The industry structure is rigidly regulated: a monopoly period followed by a duopoly
period. One advantage of this regulation is that we do not need to control for entry
deterrence. As discussed above, the FCC issued at most two licenses to operate cellular
telephones for each geographical region, and there was no overt or immediate contro-
versy that the duopolistic structure would persist for the foreseeable future. As there
have been many applicants for each license, presumably because cellular telephony is
perceived as a very profitable industry, there has been a period of monopoly, followed
by duopoly, in virtually all markets. Since the second entrant always entered, it seems
reasonable to assume that entry deterrence is not a feasible strategy. Moreover, the
length of the monopoly period (we call this lead time below) is not a function of the
monopolist’s behavior, but purely influenced by technical constraints. This rules out
any preemption behavior during the monopoly period, which implies that the monopoly
period must be characterized by “nonstrategic’” monopoly pricing. We shall return to
this point in the next section. More important, preemption during the duopoly period
is ruled out by the regulatory environment. Given this regulatory environment, pricing
during the duopoly period is therefore determined by internal market forces alone.

This article empirically estimates the degree of competition in the duopolistic mar-
ket setting of the cellular telephone industry. Our first goal is to address the following
question: Does the entry of a second operator lead to market prices in line with two
noncooperative firms, or do firms tacitly collude? (See Fudenberg and Tirole (1991)
for a summary.) Second, we shall attempt to explain the degree of collusion in a given
market in terms of organizational, market, and regulatory factors. In particular, we focus
on two main characteristics: multimarket contact and cross-ownership. We now briefly
discuss these factors. :

Collusion might emerge from the multimarket nature of this industry. Operators
of cellular licenses are present in several geographical markets, on average about 19
markets. For example, some companies own licenses in multiple markets due to the
lottery outcome or subsequent mergers and acquisitions of licenses. This implies the
possibility of strategic market interdependence, both static and dynamic. Bulow, Gean-
akoplos, and Klemperer (1985) investigate the effects of cost- and demand-based link-
ages across markets in a static oligopolistic framework. However, for the cellular
industry it does not seem reasonable to allow for such explicit interdependence: neither
costs nor demand are interdependent.” Bernheim and Whinston (1990) explicitly assume
away any cost and demand interlinkages and show that collusion through multimarket
contact may arise in a repeated game setup. They point toward a variety of asymmetric
market conditions that need to be present, which allows firms to pool the incentive
constraints across the markets, leading to more collusive outcomes than would be sup-
portable by trigger price strategies in each market separately. In particular, Bernheim
and Whinston show in their ‘““irrelevance result” that multimarket contact does not
enhance firms’ abilities to sustain collusive prices whenever firms are identical, markets
are identical, and the technology exhibits constant returns to scale. Given these pos-
sibilities of pooling constraints, firms allocate their ‘“‘slack enforcement power” to mar-
kets where the incentive constraint is violated, enabling firms to sustain more collusive
outcomes (see Bernheim and Whinston (1990)). A test for multimarket effects would
then be that collusion is more likely to emerge in situations where firms have contact
in many markets. The empirical implementation of such a test poses another well-
known difficulty. Empirical studies of multimarket effects face the problem of differ-
entiating between market-specific factors (entry barriers, demand conditions,

6 An implication of the above discussion is that we can treat entry as exogenous. For models of’
endogenous entry, see the work by Bresnahan and Reis (1990, 1991a, 1551b).

7 The availability of roaming might introduce the possibility of demand interdependence. We believe,
however, that it is likely to be of minor importance and assume that no such interdependence is present.
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concentration) and external factors, such as multimarket contact.® Using the unique
regulatory environment discussed above, our structural model of competition will be
able to separate these market-specific effects from the multimarket external factors.

There might also be collusion through cross-ownership. Besides the fact that firms
have multimarket contact, they often co-own an operating license in a given market.
The extent to which firms behave on a corporate basis, as opposed to a market-by-
market basis, may reduce the independence of strategies across markets and facilitate
collusive behavior. Considering such cross-market behavior is especially critical in
cases where a wireline operator (company A) is competing against a nonwireline op-
erator (company B) in one market, and the same two companies are joint venture
partners in, say, the nonwireline operation (company C) in a second market. One would
expect that collusion is more likely in markets where firms in the same family of
companies are in competition. The literature on cross-ownership shows that increased
cross-ownership yields a more collusive outcome (see Farrell and Shapiro (1990) and
Reynolds and Snapp (1986)). A notable exception is the article by Malueg (1992).
Using a supergame approach, he shows that depending on the demand structure, in-
creased ownership may decrease the ease or likelihood of collusion. This result is
driven by the fact that cross-ownership alters the incentive constraint to deviate from
the collusive outcome in a nontrivial way. Generally speaking, whether cross-ownership
facilitates collusion in a dynamic setting is thus an empirical question, to which we
hope to contribute some evidence in this article.

As is usually the case in empirical analysis, there are numerous other factors
influencing pricing during the duopoly period besides multimarket contact and cross-
ownership. Although these other factors are not the primary focus of this article, it is
still necessary to control for them in order to obtain consistent estimates of our main
effects. These other hypotheses include the conjecture that in markets where the first
entrant has a long lead time over the second entrant, the latter firm will have less
incentive to engage in competitive rivalry and may opt to tacitly collude with the
former.® A second variable is a simple time trend, in particular the age of the market,
which controls for any other factors that exert significant downward (or upward) pres-
sure on prices over time. These might include the ability of the duopolists to search
out and implement an optimal pricing strategy. Finally, there is the possibility of col-
lusion in a repeated game. Any collusive outcome can be an equilibrium in a supergame
using punishment strategies.'® Our empirical model will allow for such equilibria, al-
though we do not explicitly model equilibrium price wars. Equilibrium price wars occur
when firms implement punishment strategies to enforce collusion in an uncertain en-
vironment (see Green and Porter (1984), Abreu (1986), Rotemberg and Saloner (1986);
see also Porter (1983) and Brander and Zhang (1993) for empirical tests of switching
regimes).'" '

8 Empirical work includes Mueller (1977), Heggestad and Rhoades (1978), Scott (1982), Rhoades and
Heggestad (1985), and Mester (1985). For a recent test of multimarket collusion in the airline industry, see
Evans and Kessides (1994). :

9 Shew (1994, p. 11) argues that “it was clear that many of the wireline licensees would enjoy repu-
tational and head-start advantages that would reduce the competitiveriess below what one might expect to
see in a duopoly market.”

1% One such punishment strategy might involve the incumbent’s (usually the wireline that also owns the
fixed telecommunication network) threatening less favorable terms for access to the fixed network unless the
entrant cooperates. We thank the referee for pointing this out to us. i

" In some cellular markets, multiple resellers were permitted to offer service in addition to the official
license holders (i.e., ““resellers” of the airtime). Clearly, the existence of these resellers should place down-
ward pressure on prices. While our prices cover reselling, this activity was limited in nature during the study
period.
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We also consider the effect of regulation on prices, which connects our analysis
to the articles by Hausman (1995) and Shew (1994), both of which look at the impact
of regulation on prices. Generally speaking, they both find significant evidence that
regulation leads to higher prices in many markets. They conclude that regulation is an
imperfect instrument to reduce prices. The advantage of our setup is that we can test
for the effect of regulation on conduct (not prices) in a fully specified structural model.'?

In the next section we propose a structural model that measures the extent to which
firms compete in restricted duopolies, such as the cellular telephone industry. We also
consider variables that might explain the level of collusion in such duopolies, including
multimarket contact and cross-ownership. The structural model is then estimated usmg
data collected from the cellular telephone industry.

3. A model of the cellular telephone industry

m  To assess the degree of competition in the cellular industry we employ a structural
duopoly model at the industry level (see Bresnahan (1989) for a survey).'> As discussed
in the previous section, the unique regulatory environment of the industry during the
study period allows us to make several interesting simplifications. In particular, we can
rule out any entry detetrence strategy for either the monopoly or the duopoly periods.
An implication of the above argument is that the monopoly period must be character-
ized by “‘nonstrategic’’ monopoly -pricing behavior.

There are several ways to take advantage of this unique institutional structure. One

"way to proceed could be to “calibrate’” our model using the monopoly period as the
period where conduct is known (i.e., monopoly behavior). This procedure might be
particularly attractive in situations where data on marginal cost are unavailable. Since
we have data to estimate marginal costs, we prefer not to calibrate our model based
on this procedure. Instead, we use the monopoly period to perform a specification test.
It is well known that the empirical estimation of conduct depends crucially on the
correct specification and estimation of marginal costs and marginal revenue functions.
Misspecification of marginal costs and demand elasticities, for instance, has a direct
impact on the inferred degree of market power. Given that we “know” market power
during the monopoly period, we can test for the correct specification of costs and
demand. If our model predicts monopoly behavior correctly, we can be more confident
that the model is not misspecified. '

As discussed in the previous section, the duopoly period is more complicated,
however. There are potentially several market structure characteristics that could lead
to collusion. We wish to focus our attention on empirically identifying two such struc-
tural characteristics. First, many of the operators face each other in more than one
market (the multimarket effect). Second, there are instances where two competitors in
one market jointly own part of a license in another market (the cross-ownership effect).
The institutional constraints discussed above present us with a rather unique empirical
opportunity to estimate these effects.

We proceed with the following monopoly-duopoly model. To properly 1dent1fy
conduct, we need to specify demand and cost conditions. We assume that firms in the
cellular telephone industry face a market demand function of the following type:

12 In a recent dissertation, Ruiz (1994) estimates a reduced-form price equation. She considers regulation
and its implication on prices and concludes that the empirical tests ““do not provide compelling arguments
for policy recommendations.”

13 An incomplete list of the literature on static specifications of structural estimation or calibration of
oligopolistic conduct includes Iwata (1974), Gollop and Roberts (1979), Appelbaum (1982), Slade (1986),
and Brander and Zhang (1990). Dynamic contributions not mentioned earlier include Bresnahan (1987) and
Slade (1987, 1992).
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szzf(QIrs+QZt::Zts)t=L---;T; S=1,...,S, (1)

where s is the market subscnpt in our case the geographical region (i.e., the SMSA),
t is the time period, g,, is the quantity produced and sold by firm i at price p, Z, is a
vector of market-specific, exogenous factors affecting démand, such as market popu-
lation, percentage of high-potential business establishments, and a time trend to pick
up market growth. Costs are modelled by specifying the following firm-level cost func-
tion:

Cits = F, its + CVC(CL'm wts): (2)

where F represents firm-specific fixed costs,'* and variable costs depend on output and
a vector of market-specific factor prices (w), which include wages, energy prices, capital
costs, operating expenses, and rent. Given the above cost and demand conditions, the
corresponding first-order condition is given by

op,(-
A’i%g%n + pi() — MCy (1) = 0, 3

where MC, () is the marginal cost function, defined by aCY¢(-)/dg,,. The parameter A
measures the degree of collusion. If A = 0, prices equal marginal costs and the industry
is perfectly competitive. A = 1 is consistent with Nash behavior, whereas A’s larger
than one imply collusive price setting. Monopoly pricing is identified whenever
A = N (where N is the number of symmetric firms in the industry). Since our unit of
observation is a market at a point in time, we proceed by summing (3) over firms,
- yielding

apu(')

A
00,

N
Q, + Np,() — 2 MC,,() = 0. )

For the monopolist this expression is identical to (3). At this point we assume that the
individual firm’s marginal cost funcuons are symmetric, which implies that g,, = ¢a,.
Thus we can rewrite (4) as

apl:(')

0.

le + pls(') MC15<QM! wts) = 09 ' (5)

which can be estimated with industry-level data. Note that § = A/N. Therefore, perfect
competition is consistent with a 6 of zero. A 8 equal to 1/N is indicative of Nash, and
finally monopoly is consistent with § = 1. The assumption that firms have the same
marginal costs excludes the possibility that the entrant has a cost disadvantage, even
initially. To the extent that the entrant needs some time to become as efficient as the
incumbent, the conduct parameter in (5) would not be estimated consistently. A higher
‘0 might in that case be incorrectly interpreted as collusion.

In order to explain conduct further, we allow 8 to depend on a variety of market
characteristics, that is,

0 = flie), (6)

4 This could be interpreted as a fixed effect, measuring efﬁciency or productivity differential across
firms.
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where p, is a vector of market characteristics such as multimarket contact and cross-
ownership. It should be noted that the empirical implementation of the above model
will estimate (6) simultaneously with the demand and cost equations. In other words,
we do not first estimate “average” conduct (from equation (5) for example) and then,
in a second step, estimate (6) conditionally on (5).! This assures that our estimates are
consistent, which is of course essential in light of our stated goal to disentangle the u,,
effects from other market-specific factors.

One more observation might be in order regarding the possibility of collusion
through repeated play. Since there are no apparent price wars during the study period
of 1984-1988, the mobile industry is not an ideal dataset for identifying periods of
collusion from punishment phases. Nevertheless, in a world of certainty, collusion
through repeated play is possible without punishment being observed. As long as the
game played is repeated (not dynamic), our model will be able to allow for collusion
from repeated play. However, we need to assume that the payoffs, that is the demand
and marginal costs functions, are not misspecified and are stationary. This observation
adds to the significance of the specification check for the monopoly period, to which
we now turn.

4. Specification and empirical implementation

m  The empirical implementation of the above model involves the specification and
estimation of equations (1) and (5), subject to (6). Before we discuss the functional
specification we describe the data used in the empirical analysis below.

O Data. The data used in this study cover four areas: (1) service prices and output
quantities, (2) input factor prices, (3) demand variables, and (4) industry structure
variables. The data sources are as follows. Service prices were collected from Cellular
Price and Marketing Letter, Information Enterprises, various issues, 1984—1988. Out-
put variables (cell sites and startup dates) were collected from Cellular Business, var-
ious issues, 1984-1988. Factor price indexes/variables were collected from U.S.
Department of Labor, Bureau of Labor Statistics; U.S. Department of Energy; BOMA
Experience Exchange Report: Income/Expense Analysis for Office Buildings, Building
. Owners and Managers Association, 1984—1989; and Statistical Abstracts of the United
States, 1989. Demand variables were collected from the U.S. Department of Commerce,
Bureau of the Census, using FCC Cellular Boundary Notices, 1982—-1987, available in
the Cellular Market Data Book, EMCI, Inc. Ownership data across cellular markets
were collected from public filings with the FCC. Summary statistics of all the variables
discussed below are provided in Tables 1 and 2. The study period begins in December
1984 and ends in July 1988. During this period most cellular markets experienced both
a monopoly and duopoly period.

Service prices and output. Our analysis uses retail prices. Wholesale prices offered by
operators during the study period consisted of quantity discounts for users purchasing
more than one subscription. These prices were mostly offered to larger corporate ac-
counts, as opposed to small business and individuals. During the study period, cellular
operators self-reported price and product offering information. In addition to the initial
prices set by the first entrant, prices were collected for either operator when these
changed. We define the price of a single cellular subscriber as the monthly bill paid
for a given level of usage. Most cellular operators offer nonlinear prices in the form

15 A recent study that has used the conditional two-step approach, where conduct is estimated in a first
step followed by a further explanation of it in a second step, is Brander and Zhang (1990). Generally speaking,
this approach increases the efficiency of the results and' thus increases the statistical significance; however,
results are inconsistent. By contrast, our simultaneous approach is similar to that of Mayo and Otsuka (1991).
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TABLE 1 U.S. Cellular Telephone Industry: Data

Variable Mean Minimum Maximum
P : 196.26 60.00 304.00
0 15.75 1.00 119.00
TIME 21.44 3.10 57.90
POP 19 0 1.50
BUSINESS 2,179.26 21.38 139,880.00
ENERGY 1.77 70 4.43
PRIME 9.51 7.75 11.00
WAGES 522.63 276.06 1,304.79
RENT 1597 8.10 36.12
OPERATE 6.68 3.13 . 14.69
CROSSOWN 33 0 1.00
MULTIMARKET 3.50 1.00 10.00
LEAD 10.53 0 33.84
AGE 10.91 0 85.78

Notes: Number of observations = 557. The units of the variables are as follows: P =
monthly bill, @ = number of cell cites, TIME = trend in months, POP = market population
in millions, BUSINESS = number of high-potential business establishments, ENERGY =
average monthly cost per square foot, PRIME = prime lending rate in %, WAGES = average
weekly salary, RENT = average monthly office rent, OPERATE = average monthly oper-
ating expense per square foot, MULTIMARKET = number of markets, LEAD = in months,
AGE = in months, CROSSOWN = dummy. All monetary units are in dollars.

of multiple price plans, from which consumers self-select the plan that would minimize
their monthly bill. A typical price plan is a two-part tariff with a peak-load component.
A plan has a monthly access fee, a price per minute of peak-hour “air time” usage, a
price per minute for off-peak usage, and, in some cases, a given number of peak and/or
off-peak minutes included without charge. Three plans are generally offered: (1) a
“high usage plan,”” which has a high access fee with a large number of minutes in-
~ cluded, and low air time fees per minute; (2) an “average usage plan,”” which has a
" modest access fee and number of minutes air time included, and moderate air time
charges; and (3) a “low usage plan,” which often has no monthly access charge or
free minutes included, but has high per-minute air time charges—this plan is designed
for households or other infrequent users. The level of discrimination (or number of
plans) varies across markets/operators, with some firms offering only one plan and
others offering as many as six. Three prices were calculated for each time observation
based on three levels of monthly usage: 5 minutes (P1), 500 minutes (P2), and 3,000
minutes (P3) of monthly peak air time usage. For a given usage level, a monthly bill
was calculated by assuming that the consumer chose the least expensive plan. These
three usage levels were chosen based on various simulations of cellular price plans.
The results reported here are based on a usage of 500 minutes for two reasons. The
choice of plans over time is relatively invariant for consumers who use between 300
and 1,000 minutes per month. In other words, a consumer who uses 300 minutes will
choose the same plan as a consumer who uses 1,000 minutes. The monthly bills gen-
erated for any usage level in this range will exhibit the same variance across markets,
and over time. The second reason to use 500 minutes is that operators see such a level
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TABLE 2 U.S. Cellular
Industry: Dummy
Variables
Variable % Occurrence

BELLBELL A2
INDBELL 05
BELLIND : .62
INDIND 22
CONTEL ’ .06
GTE ’ 12
MCCAW .16
USWEST .10
CENTEL .09
PACTEL 07
SWBELL 13
AMERITECH .10
BELLATL .10
NYNEX ' .10
BELLSTH .19
REST 49
REGLOW ' 26
REGHIGH C24

as depicting the “typical” cellular subscriber. It should be pointed out that the results
based on other usage levels are essentially unchanged.

Output levels are not directly observable, since operators are not required to report
their subscriber levels to public authorities. Instead, data were collected on the number
of cellular antenna sites used by operators over time and across markets. Each cell site
represents from 1,100 to 1,300 subscribers each, depending on the engineering config-
uration of the local network. As such, the total number of cells in a given network can
act as a proxy for the industry’s output (Q). On the other hand, it is not clear in the
context of our model that output (subscribers) and cell sites (capacity) lead to the same
inference about collusion. This might be due to the lumpiness of capital investment in
a growing market or because the load profile of cellular calls has been changing over
time, and the relationship between load profiles and cell sites is unclear. In addition,
firms might hold less excess capacity when demand grows more than expected. This
could be interpreted as less “‘output” and therefore collusion. Alternatively, firms may
hold excess capacity in order to avoid congestion (and improve quality). In order to
support the assumption that cell sites are a reasonable proxy for subscriber output, we
have done an .additional analysis based on a limited sample of markets where both
subscriber and cell-site data were available at the firm and market level. Based on 86
observations collected in 1987, we find a simple Pearson correlation of .9237 (p-value
< .0001) between cell sites and subscribers at the firm level, and .9251 (p-value < .0001)
at the market level. To the extent that output and cell sites are not proportional, our
results below need to be qualified.
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Input factor prices. Factor inputs required to run a cellular telephone company include
labor, energy (electricity), capital equipment (radio and switching equipment), and gen-
eral overhead (leases, office expenses, administrative costs, etc.). Factor prices were
collected for each of these inputs across the markets and over the periods studied.
Average annual wages per employee (WAGES) for the cellular industry have been
reported by the Bureau of Labor Statistics on a state-by-state basis since 1988. Before
1988, wage rates were calculated for communications employees in general. Wages fot
cellular employees were back-extrapolated over time, across states, for the missing
years of the cellular index using the general communications index. To obtain a con-
tinuous series, percentage changes calculated using the general index from 1987 to
1988, for example, were divided into the earliest year of the cellular index, in 1988,
in order to obtain the cellular wages estimate for 1987. This procedure was repeated
until the remaining years in the cellular index were estimated back to 1984.!6 State-
level wage prices are then applied to markets located in each state. Electricity prices
(ENERGY), measured in dollars per kilowatt hour, were also collected across states,
over time, from the U.S. Department of Energy. The measure of capital price used
(PRIME) is simply the one-period lagged prime lending rate, which reflects the costs
of financing cellular equipment (a common practice in this industry). General overhead
and operating expenses (OPERATE) are measured using an index developed by the
Building Owners and Managers Association International (BOMA Experience Exchange
Report: Income/Expense Analysis for Office Buildings, various issues, 1985-1989). The
index measures, on a per-square-foot basis, the typical operating expenses for an office
building across U.S. metropolitan areas over time. The index includes the following
expenses: cleaning, repair and maintenance, administrative costs, utilities, local taxes,
security and ground services, office payroll, and other leasing expenses associated with
running an office. RENT is the average monthly rent per square foot of office space in
each of the cellular markets (BOMA, 1985-1989).

Demand variables. Demand variables used in the model include market population
(POP), number of high-potential business establishments (BUSINESS), and a time trend
‘to proxy for market growth (TIME).'” All demand variables should positively affect
market demand, except for Q. All of the data were collected from the U.S. Bureau of
the Census and aggregated from the county level to the SMSA level based on FCC
cellular market boundary definitions.

Market structure variables. Two alternative schemes are used to identify collusive
arrangements of particular firms or types of firms. The fifst generates four dummy
variables: BELLBELL, INDBELL, BELLIND, and INDIND. Each dummy signifies the
status of the wireline-nonwireline pair. BELLBELL, for example, is one when both the
wireline and the nonwireline competitors are both regional Bell operating companies
(RBOC) and zero otherwise. INDBELL is equal to one when the wireline is a non-
RBOC (an independent telephone company) and the nonwireline is an RBOC; and so
forth for the other pairs. 4 - v
Second, dummy variables weré defined for each of the “‘major” cellular operators
(defined as companies holding majority shares in more than 5% of the cellular markets).
These include CONTEL Cellular (CONTEL), GTE Mobilnet (GTE), McCaw Com-
munications (MCCAW), US West Cellular (USWEST), Nynex Mobile (NYNEX), PacTel
Mobile Access (PACTEL), Bell Atlantic Mobile (BELLATL), Ameritech Mobile

' The empirical results presented in the article are insensitive to the use of the extrapolated cellular
wages index, or to the general communications index.

17 High potential business establishments include the number of firms engaged in business services,
health care services, professional and legal services, contract construction, transportation, finance, insurance,
and real estate.
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(AMERITECH), BellSouth Mobility (BELLSTH), SouthWest Bell Mobile (SWBELL),
and Century Cellular (CENTEL). Otherwise, remaining firms are captured in the dum-
my REST.

To test the impact of regulatory regimes, we define the following dummy variables.
During the study period, prices for cellular services were regulated at the state level.
Broadly speaking, three forms of regulation can be identified for the period of our
study: (1) no regulation at all, which occurred for about half of all states, 2) “low
regulation,” where operators were asked to file prices with the public utilities com-
mission, i.e., voluntary disclosure, and (3) ‘high regulation,” where operators were
required to file prices, i.e., mandatory disclosure. Accordingly, we define two more
dummy variables corresponding to low regulation (REGLOW) and high regulation
(REGHIGH).

Industry structure variables we use to explain variances in collusive behavior across
markets include cross-ownership (CROSSOWN), multimarket competition (MULTIMAR-
KET), the monopolist’s lead over the second entrant (LEAD), and the age of the cellular
system (AGE). CROSSOWN is a dummy variable that indicates whether the two com-
petitors are, in any other market, partners. MULTIMARKET measures the total number
of markets where the two competitors face each other; if the competitors face each other
only in the market in question, the value of MULTIMARKET is one. As many cellular
licenses are owned by multiple partners, MULTIMARKET reflects those markets where
the two competing firms are both plural owners (i.e., the largest shareholders) of the
respective licenses. LEAD measures the length of the monopoly period in months (the
monopolist’s lead time over the second entrant). AGE measures the number of months
since the introduction of cellular service in the market in question.

O Empirical model. As mentioned above, the implementation of the model outlined
in Section 3 involves the specification and estimation of equations (1) and (5), subject
to (6). To identify the parameters, we specify demand as semilogarithmic and marginal
cost as linear, which implies that costs are quadratic. We therefore implement (1) by

D = o + alog(Q,) + alog(POP,) + oTIME, + o,log(BUSINESS,,) + €, (l1a)

where Q denotes output, POP is the market population, BUSINESS is the number of
high-potential business establishments, and a time trend (TIME) is a proxy for market
growth (see the previous section for definitions of the variables and Table 1 for sum-
mary statistics). Using (1a) we can simplify (5) to

Dis — MCyy + 60 + v, =0, i (52)
where v, is an identically and independently distributed stochastic disturbance, and

MC, = By + B0, + B,ENERGY, + B,PRIME, + B,WAGES,, + B;RENT,
+ B;OPERATE,,

where marginal costs is a function of factor prices and output. Factor prices are elec-
tricity prices (ENERGY), capital prices (PRIME), labor prices (WAGES), overhead and
operation costs (OPERATE), and rental prices (RENT) (see again the previous section
and Table 1). One advantage of the above model is that data on total or marginal costs
are not needed. Marginal costs, and consequently price-cost margins, are implicitly
assumed in (5a). Fixed costs are not directly estimated either, so that only variable
profitability can be inferred from the above model.
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In principle, there are several other variables that might presumably be included
in the demand and cost specification.!® Rather than trying each additional variable in
an ad hoc fashion, we proceed by using the unique regulatory environment to test
whether the above model ‘“correctly” predicts the monopoly period. If our specified
model predicts monopoly conduct correctly, then the estimated cost and demand func-
tions appear to be properly specified.

Specification test. As discussed above, we can now make use of the unique structure
of the cellular industry and test whether our specified model correctly predicts the
monopoly period. Using our sample data for both the monopoly and the duopoly pe-
riods, we estimate the system (1a) and (5a), allowing the conduct parameter  to vary
across the two regimes. In other words, we specify (6) as

0 = M  if monopoly period
“ 16° if duopoly period.

The estimated 6™ for the monopoly period is equal to 1.079 with a standard error of
.17. This implies that the developed model and its specification assumptions correctly
predict monopoly behavior, increasing confidence in our specification.

The empirical implementation of the above model involves the simultaneous
estimation of equations (la) and (5a) subject to various specifications of (6) by
three-stage least squares. Since we accept monopoly conduct during the monopoly
period, we proceed by imposing it via ¥ = 1, in order to increase the efficiency
of our estimates. Similarly, we also impose the second-order conditions defined by
(5a).7°

5. Results and interpretations

m  Table 3 shows the results for the baseline model. The baseline model is defined
by a constant, 6°. On the demand side, all variables have the expected sign and are
significant (the parameters are converted into elasticities, evaluated at the sample
means). The demand elasticity is estimated at —2.5. This implies a rather elastic
demand structure for cellular services. As a consequence, a reduction in prices would
generate an increase in revenue; a 10% reduction in price would increase revenue by
25% and demand by 15%. Both the population as well as the number of business
establishment elasticities are equally large around 2.5. Market growth (TIME) is es-
timated at.roughly 8.5% per month. This indicates that this market is expanding at a
very high annual rate. At this growth rate the market is expected to double in close
to one year.

'8 For example, on the suggestion of the referees, we have reestimated our model incorporating other
relevant cost and demand variables. These variables include per-capita income in the demand equation,
population density in the marginal cost equation, and a time trend in the marginal cost equation. As we had
hoped, the main results of the article are essentially unchanged (with some differences in the firm dummy
analysis below).

'% The second-order condition is obtained by differentiating (3), again yielding

[0%plagtlq; + 2[dplag]) — [0MC/l3g] = O,
where we drop the s and ¢ subscripts. Summing over firms using syminetry gives
[0°p/3471Q + 2N[op/aQ] —~ N[8MC/3q].

For the functional specifications (1a) and (5a) this simplifies to (2N — 1) — NB,Q = 0 or 3¢, - 28,0 = 0 for
the duopoly case.
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TABLE 3 U.S. Cellular Telephone Industry: Baseline Model
(Nonlinear three-stage least squares)®
Parameter t-statistic
Demand®
Intercept : -116.208 -1.66
(0] ~2.456 -5.06
POP 2.365 5.41
TIME .085 3.22
BUSINESS 2710 5.35
Marginal cost
Intercept 41.264 1.99
(0] .650 3.78
ENERGY -13.27 —4.26
PRIME 4.84 3.11
WAGES ) 017 1.67
RENT 1.578 4.65
OPERATE 3.342 291
Behavioral
0 ' 857 20.30
Test for Cournot (8§ = .5) —_ 8.45
Test for cartel (8 = 1) — -3.39

s Second-order conditions are imposed.
b The demand estimates are converted into elasticities evaluated at the
sample mean.

The variables influencing marginal costs are also very significant. As expected,
most factor prices have a significant impact on marginal costs. Marginal costs are
increasing in output, rejecting the hypothesis of constant returns to scale. This result
is important in light of the test for multimarket effects below. Recall that nonconstant
returns to scale is a sufficient condition for multimarket effects to be theoretically
plausible (Bernheim and Whinston, 1990). This implies that our empirical model does
not a priori exclude the possible existence of multimarket effects.

We now turn to the conduct parameter; 6P is estimated at .857. We reject the
hypothesis that the industry is perfectly competitive (¢-statistic of 20.30). A duopolistic
industry structure is therefore not competitive and prices are not equal to marginal
costs. On the other hand, the hypothesis that the duopoly’s pricing behavior is consistent
with cartel is also rejected, although at a lower level of significance (z-statistic of 3.39).
The hypothesis consistent with noncooperative behavior is 6 = .5, which is also rejected
by our model (¢-statistic of 8.45). We therefore conclude that the industry on average
is more collusive than noncooperative duopoly after the second firm enters the market.
The implied price-cost margin can be obtained by dividing 6° by the demand elasticity,
which indicates a 35% markup.

Table 4 reports results for various specifications of (6). Our goal is to explain the
degree of collusion further by making the conduct parameter a function of various





